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1 Imputation




Basé sur 'algorithme K-Nearest Neighbors

Pour chaque valeur manquante d'un point de données :

1. KNN Imputer cartographie I'ensemble de données a l'exclusion des éléments ayant des valeurs manquantes

dans lI'espace de coordonnées a n dimensions
2. Calcule la distance euclidienne (par défaut) des points les plus proches de ce point de données.

3. Imputation des valeurs manquantes par la moyenne des éléments pertinents pour ces points les plus proches

Var quantitative

Var qualitative
(texte)

Mise a I'échelle
StandardScaler
MinMaxScaler

PowerTransforme%\

2

Encodage
LabelEncoder
OneHotEncoder
FeatureHasher
.

-/

ﬁraitement valeua

.

Mmanquantes

\.[ KNNImputer J
/
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inconvénients

« Encodage pour var. qualitatives.

» Mise a I'’échelle pour les variables quantitatives.

» Inversion de la mise a I'’échelle pour avoir les
vraies valeurs.

» Baseé sur hyper-paramétre k =» tri-it-all

* Hypotheése de relations entre les entités

» Mauvaises prédictions si prédicteurs faibles ou
fortes relations entre les entités

« Sujet a la malédiction (fléau) de la
dimensionnalité

https://ichi.pro/fr/missforest-le-meilleur-algorithme-d-
imputation-des-donnees-manquantes-5291693485779

K . MissForest ? \

» Imputer des valeurs autres que
constantes (numériques ou
modalités, moyenne, mode ou
mediane.

Appliquée sur données mixtes,
- Encodage, pas mise a I'échelle
" ) Pas d’hypothése de relation entre
= entités

Robuste aux bruits et a la
mutlicolinéarité
Non paramétrique : pas de réglages

Grande dimension
Mais plus long petits datasets /

NaNimputer?
Verstack
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2 Normalisation




Mettre sur une méme echelle toutes les données quantitatives

Rendre les plages coherentes entre les variables

Avoir une influence similaire des variables sur les modeéles

Conserver les rapports de distance

Ameéliorer les performances et stabiliser le modele




Min Max Scaler
sklearn.preprocessing.MinMaxScaler

Standard Scaler
sklearn.preprocessing.StandardScaler

Robust Scaler
sklearn.preprocessing.RobustScaler

Max Abs Scaler
sklearn.preprocessing.MaxAbsScaler

Power Transformer Scaler
sklearn.preprocessing.PowerTransformer

Quantile Transformer Scaler
sklearn.preprocessing.QuantileTransformer

Unit Vector Scaler
sklearn.preprocessing.normalize

Normalizer Scaler
sklearn.preprocessing.Normalizer

Std faible, distrib. non normale, [0,1]
Sensible oultiers

Std 1, distrib. Normale centrée en 0O
Sensible oultiers (Z-Score)

Std faible, distrib. non gaussienne
Insensible oultiers

Distrib. Eparse,centrée en 0, [-1,1]
Insensible oultiers

trouve le facteur d'échelle optimal pour stabiliser la variance et minimiser
I'asymétrie grace a l'estimation du maximum de vraisemblance.
rendre les données plus gaussiennes.

1. Calcule la fonction de distribution cumulative de la variable

2. |l utilise ce cdf pour faire correspondre les valeurs a une distribution
normale

3. Etablit une correspondance entre les valeurs obtenues et la distribution de
sortie souhaitée a l'aide de la fonction quantile associée

Distrib. Normale, large dataset

Insensible oultiers

Mise a I'échelle se fait en considérant que le vecteur d'élément entier est de
longueur unitaire. [0,1]

Normalise selon la norme L1 (manhatan) ou L2 (euclidienne)

x o X — Xomin
new —
Xmax — Xmin
x—u
Xnew = &
x; — Q1(x)
Qs(x) — Qui(x)
i o
|||
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3 Encodage




Categorical to Continuous

Continuous to Categorical

| i
il
vy
D3

|

* : sklearn.preprocessing - *

v

Image by Author

* : category_encoders

START

Ordinal Data

i,
ma
batween 3-qu]

Use Cantrast Encodars
OMNLY if sure.

Polynomial, Hal
Doy
t Encoding

/ Created by
6 FEATURE LABS

Categorical Encoding Methods Cheat-Sheet

I= categorical data? Cll?;l:_-tl -I;;Edlng

Do the categories N

have meaningful order? Nominal Data

Ordinal/Label Encoding <15 Cardinality?

Decision-tree based L
algarithm?

Will the resultin
e aoding a8 sparse ancod
intermediary step matrix lead to

memory issues?

One-hot Encading

Binary Encoding
Is some info loas
acceptable for lawer
dimensionality (vs.
one-hot encoding)?
Foature Hash:
Encoding e
Leav Yas Do want the encoder
et ta handia overity
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* OneHotEncoder

connu sous le nom de variables fictives, est une méthode de
conversion de variables catégorielles en plusieurs colonnes binaires,
ou un 1 indique la présence de cette ligne appartenant a cette
catégorie.

** HashingEncoder Convertir les données en un vecteur de caractéristiques. Cette
opération s'effectue a I'aide d'un hachage. Nous appelons cette
méthode "hachage de caractéristiques” ou "l'astuce du hachage".
Replace var_cat with col_0 to col_nb_vecteur [index 0 to nb_vecteur]
which contains either 1 or 0.

* OrdinalEncoder Nous effectuons un encodage ordinal pour nous assurer que
I'encodage des variables conserve la nature ordinale de la variable.
Ceci n'est raisonnable que pour les variables ordinales

** TargetEncoder L'encodage de la cible est un moyen trés efficace de représenter une
colonne catégorique et n'occupe que I'espace d'une seule
caractéristique. Egalement connu sous le nom d'encodage de la
moyenne, chaque valeur de la colonne est remplacée par la valeur
cible moyenne pour cette catégorie. Cela permet une représentation
plus directe de la relation entre la variable catégorielle et la variable
cible

* : sklearn.preprocessing - ** : category_encoders

- :augmente la dimensionnalité
mais peu d’'information
(beaucoup 0), les nouvelles
variables en relation linéaire les
unes avec les autres = pb
parallélisme et multi-colinéarité

+ : si utilisation des modéles
d'arbres avec de nombreux niveaux
différents.

- : interprétabilité difficile de la
contribution de chacun de vos
niveaux.

- : Pas utiliser pour des variables
non ordinales

- :rend plus difficile pour le modéle
I'apprentissage des relations
entre une variable codée en
moyenne et une autre variable,
rend plus difficile pour le modele
I'apprentissage des relations
entre une variable codée en
moyenne et une autre variable

Human-Readable

Iz- Cat | Dog | Turtle | Fish
Cat i 0 0 0
Dog 0 1 0 0
Turtle 0 0 1 0
Fish 0 0 0 1
Cat il 0 0 0
o likes
john 3487894951 8 7
likes 1103617568 8 o 1
mavies 3188341541 8 5 2
3
4
5 movies
6
7 john
Temperature Color Target Temp_Ordinal
Hot Red 1 3
Cold Yellow 1 1
VeryHot  Blue 1 4
Warm  Blu o 2
Hot Red 1 3
Warm  Yeliow o 2
Warm Red 1 2
Hot Yellow 0 3
Hot Yeliow 1 3
Cold Yellow 1 1
lsx92 08 082 08
Cojiews. | 02 ot 02
vempoik 03 VAR ox92: 0’82 012 0s
lexsz 0 VAB Yern poc 012 —— 082 0
nem pok 04 VAR CINIOLUIT: 042 012 ol
coowrs o'y ot ot

Machine-Readable




3. Encodage

** | eaveOneOutEncoder Cette méthode est trés similaire & I'encodage des cibles, mais exclutla - Puisque chaque valeur de la T s . T
cible de la rangée actuelle lors du calcul de la cible moyenne pour un catégorie est remplacée par la cm—— e a—
niveau afin de réduire l'effet des valeurs aberrantes. Comme le modele méme valeur numerique, le R et — R
est exposé non seulement a la méme valeur pour chaque classe modele peut avoir tendance a Tean 08 o
encodée, mais aussi a une plage, il apprend a mieux généraliser. s'adapter de maniere excessive e act = verage o this Catggo: Excludng T fove

aux valeurs encodées qu'il a vue

** CatBoostEncoder effectue le codage CatBoost pour les caractéristiques catégorielles. Il
prend en charge les types de cibles suivants : binaires et continues.
Pour le support des cibles polynomiales, il utilise un
PolynomialWrapper. Il s'agit d'un codage trés similaire a celui du leave-
one-out, mais qui calcule les valeurs "a la volée". Par conséquent, les
valeurs varient naturellement pendant la phase d'apprentissage et il
n'est pas nécessaire d'ajouter du bruit aléatoire.

** PolynomialEncoder Le codage polynomial est une forme d'analyse des tendances dans la
mesure ou il recherche les tendances linéaires, quadratiques et
cubiques de la variable catégorielle. Ce type de systeme de codage ne
doit étre utilisé qu'avec une variable ordinale dans laquelle les niveaux
sont également espaces.

** JamesSteinEncoder Comme TargetEncoder. L'encodeur James-Stein évalue la quantité de - Distribution normale
variation dans les exemples de cette catégorie et la compare a la - S'iln'y a que quelques
variation sur I'ensemble des données. exemples par catégorie, cette

technique ne sera pas
particulierement utile. Nous
devons également étre
conscients que nous devons
"sauvegarder" la moyenne du
groupe pour chaque catégorie

* : sklearn.preprocessing - ** : category_encoders



** HelmertEncoder Pour la valeur de |a caractéristique, I'estimateur de James-Stein
renvoie une moyenne pondérée de :
La valeur cible moyenne pour la valeur de la caractéristique observée.
La valeur cible moyenne (indépendamment de la valeur de la
caractéristique).
L'encodeur James-Stein rétrécit la moyenne vers la moyenne générale.
Il s'agit d'un codeur basé sur la cible.

* : sklearn.preprocessing - ** : category_encoders
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4. Bias-variance trade off

probléme de minimiser simultanément deux sources d'erreurs de prédiction qui empéchent les

algorithmes d'apprentissage supervisé de généraliser au-dela de leur échantillon d'apprentissage :

- Le biais = différence entre la prédiction moyenne de notre modele et la valeur correcte que
nous essayons de prédire.

- La variance = erreur due a la sensibilité aux petites fluctuations de I'échantillon

d'apprentissage _ Total Error = Bias*2 + Variance + Irreducible Error
9 COmpromIS High Bias Low Bias

Low Variance High Variance

Biais élevé Faible biais

A \Variance faible Variance élevée Optimal Balance
Sous-apprentissage Surapprentissage
- : B

Erreur de prédiction

Sur le jeu d'entrainement

i o - e B AL
a e ——— -
: L ——

Complexité du modele
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DBSCAN

K-Means Agglomerative FlaielBayas S

Mean-Shift K-NN o Decision Trees
Fuzzy C-Means @ Classification) Logistic Regression

Euclat
Linear Regression
Apriori (Pattern search Regressi Polynomial
o olynomia
FP-Growth > e

Ridge/Lasso
Regression

DIMENSION REDUCTION
(generalization

£-SNE LDA CLASSICAL

PCA LSA SWD

LEARNING

Random Forest

MACHINE
LEARNING

ENSEMBLE

REINFORCEMENT ME THODS

LEARNING

Genetic Q-Learning . XGBoost
Algorithm Boosting,
SARSA  Deep Q-Network AdoBoost LightGBM
A3C (dan) CatBoost

NEURAL
NETS AND
DEEP LEARNING

Convolutional

Perceptrons
(MLP)

seq2seq

Recurrent
Neural Networks

LsMm (RNN)

Generative
Adversarial Networks

LST™M (GAN)

GRU




Machine Learning

"
r Supervised Unsupervised
[ ]
.-__,.-F'
'r Classification —r Regression Clustering
Support Vector Linear i
Machines Regression K-Means
Discriminant . ) ) .
Analysis Hierarchical Hierarchical
. Gaussian
Naive Bayes Ensembles Nischiie
Nearest e ;
Neighbors Decision Trees Hidden Markov
Neural Networks Neural Networks Neural Networks

[m.m mmm}

SUPERVISED UNSUPERVISED
LEARNING LEARNING
© i N
CLASSIFICATION REGRESSION CLUSTERING

A

y

=)
~

A

-

A
-

[ Meural Metwarks

Support Vector ( Linear !c!iinniun, K-Means, K-Madoids )
Machines Fuzzy C-Meaans
. o L o W
Fi 5 bt ¢ ™ s
iscriminant 2 5
Analyais SVR, GPR Hierarchical
L o L A "
I B i ™y i
Maive Bayas Ensemble Mathods Gaussian Mixture
L A L A L
'd b i T i .
Mearest Maighbor Decision Traes H'ddm” MI ﬂl rkov
2 =, 7 o
( ™ % I'
MNeural MNetwarks MNaural Metworks

4N




Deep Boltzmann Machine (DEM)
Deep Belief Networks (DBN) |
Convolutional Neural Metwork (CWNN)
Stacked Auto-Encoders

=

Random Forest )

Gradient Boosting Machines (GBM)

MNare Bayes
Axeraged One-Dependence Estmators (&ODE)

ian L Bayesian Belef Metwork (BEN)
ot _r—{_ Gaussian Nakve Bayes
-\, Deep Learning / . Multinomial Naive Bayes

Bayesian Mertwark (BN
Classification and Regression Tree (CART)
__herative Dichotomiser 3 (1033

. C4.5
\ / C5.0
Bootstrapped Aggregation (Bagging) Ensemble 1 |
e = Pp— e 1 I Chi-sguared Automatic Interaction Detection (CHAID)
aBoos |
...... - ", \ f Decision 5tu
Stacked Generalization (Blending) " \ s .I_;JI_" e
Y ional Decision Trees
Gradient Boosted Regression Trees (GBRT) |/ A\ \ _.' .'ll b
Radial Basis Function Network (REFM) Voo [ e
- — , LY f Principal Component Anabysis (PCA)
reeptron | \ \ f ’
— 4 Newral Networks \ \ { ' Partial Least Squares Regression (PLSK
Back-Propagation . * - L ' |

Hopfield Metwork

Ridge Regression
Least Absolute Shrinkage and Sebection Operator (LASSO)
Elasmc Net

Least Angle Regeression (LARS) |/

Cushisy

One Rube (OneR) |

Zera Rule (Zerof)

Repeated Incremental Pruning to Produce Error Reduction (RIPPER)  /

Limear Regression
Ordinary Least Squares Regression (OLSR)

Stepwise Regression

-| Regularizason . | | 1\ N )
{ R ., Dimensionality Reduction f-

Multrvariate Adaptive Regression Splines (MARS)

Locally Estimated Scatterplot Smoothing (LOESS)
Losgastic Regression

R —— ! Samrmon Mapping
:!"_\_ r!!la_l,';h"'_ﬂ' L& arning Hﬂﬂ'“"_‘""’. . mMultidimensional Scaling (MDS)
Projection Pursuit
Principal Component Regression (PCR)Y
L % Fartial Least Squares Discriminant Analysis
Mixture Discriminant Analysis (MDA
| B . Quadratic Discriminant Anabysis (QDW)
' | Regularized Discriminant Analysis (RDA)

Flexible Discriminant Analysis (FOA)
Linear Discriminant Analysis (LD&)
A _k-Nearest Neighbour (kNMN)

\ { Learning Vector Quantization (LVQh
| %, Instance Based P ;
\ —{_ Self-Organizing Map (S0OM)
' Locally Weighted Learming (LWL}

\ k-Means
b { k-Medians

Y, Clustering
——— 4 Expectation Maximization
| Hierarchical Clustering

- i
I 7 —
S ] i

f f
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SPLIT - ENCODAGE/STANDARDISATION : préparation des données au machine learning

JEU

D’ENTRAINEMENT /

encoder.fit_transform() SPLIT selon le k-Fold
scaler.fit_transform()

\ 4 k-Folds

DONNEES
NETTOYEES

80%

|

spLIT @) e ATION SI VALIDATION CROISEE
LORS DE L'ENTRAINEMENT
20%
encoder.transform()

"

scaler.transform()

JEU DE TEST




@ ENTRAINEMENT

J

||
( Hyper-
ft‘m parametres
Tuning
@ Training \

f* Modéles

> Candidats

Jeu - * Cross validation
] ~ ——|
d’entrainement -

Training

~ résultats

]

Jeude oy
validation -

]

/@ PREDICTIONS )

Jou S € EVALUATION )
de test
Performance
s Toct ) (Métriques :R2 et MSE)
;‘;:L‘a; ’ ests

¥ Compare
b/alidation/Tests Résultats
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Modele Package

LinearRegression linear

linear
RidgeCV

Ridge

linear

LassoCV
lasso_path
LassolLarsCV
LassolarsIC
MultiTaskLasso

Lasso

Geéere Geére  Geregd adaptive

Overfit? outliers? nbre var?leams
regularizatio

n

Description Large Non

dataset linear

Algorithme des moindres carrés
ordinaires

Les moindres carrés ordinaires avec un Oui
terme de régularisation L2 ajouté. Le

poids du terme de régularisation est
contrélé par un argument alpha
supplémentaire.

Algorithme des moindres carrés Oui Oui
ordinaires avec ajout d'un terme de

régularisation L1. Le poids du terme de

régularisation est contrélé par un

argument alpha supplémentaire. Le

poids du terme MCO est inversement

proportionnel au nombre

d'échantillons.

Usage?

Hautement interprétable, aucun
biais introduit

Prévention de I'overfitting

Seules quelques caractéristiques
sont importantes, sélection des
caractéristiques

Usage+? Avantages

Les données sont composées de peu Facilité

de valeurs aberrantes d'interprétation
La variance entre les étiquettes de des résultats
sortie est faible Faible niveau de
Toutes les caractéristiques d'entrée  complexité

sont non seulement indépendantes

mais aussi non corrélées.

Les données sont composées de Facile a interpréter
quelques valeurs aberrantes les résultats

Il peut y avoir une certaine corrélation Moins affecté par
entre les caractéristiques d'entrée. les caractéristiques

Eviter le surajustement corrélées
On veut utiliser toutes les Prévient le
caractéristiques pour faire des surajustement et

diminue la variance
des poids appris

prédictions.

Les données sont composées de Réduit le nombre
quelques valeurs aberrantes de caractéristiques
Il peut y avoir une certaine corrélation que le modéle
entre les caractéristiques d'entrée. utilise
Vous souhaitez donner plus de poids a Peut gérer de
quelques caractéristiques importantes grandes quantités
et ne pas ignorer les caractéristiques de caractéristiques
moins importantes. Peut souvent étre
Sélection des caractéristiques utilisé comme un
test préliminaire
pour effectuer une
sélection de
caractéristiques

Désavantage

Risque de
multicolinéarité si les
caractéristiques
d'entrée sont
corrélées.

De petites erreurs ou
valeurs aberrantes
dans les valeurs cibles
peuvent avoir un
impact considérable
sur le modéle

En réduisant la
variance, il incorpore
un certain degré de
biais dans le modéle.
Il peut étre difficile
d'ajuster alpha pour
atteindre un équilibre
souhaitable entre les
MCO et le terme de
régularisation

En réduisant la
variance, incorpore un
certain degré de biais
dans le modeéle.

Il peut étre difficile de
régler alpha pour
atteindre un équilibre
souhaitable entre les
MCO et le terme de
régularisation



Modele Package
ElasticNet linear
ElasticNetCV

MultiTaskElasticNet

linear
lars_path
lars_path_gram

Lars (Least Angle Regression)

linear
orthogonal_mp

OrthogonalMatchingPursuit

Overfit? Gere
outliers?nbre

Description

Moindres carrés ordinaires avecun  Oui
terme de régularisation L1 et L2. Les
poids des termes de régularisation L1

et L2 sont controlés par un

parametre |1_ratio.

Une régression pas a pas qui modifie
les poids des caractéristiques les plus
corrélées a I'étiquette de sortie a
chaque étape. Au fur et a mesure des
étapes, d'autres caractéristiques
deviennent tout aussi corrélées.
Lorsque cela se produit, I'algorithme
se met a jour pour se déplacer dans
la direction déterminée par les
angles commutatifs des poids de ces
caractéristiques.

Une régression par étapes vers
I'avant qui permet a |'utilisateur de
spécifier un nombre maximal de
coefficients non nuls ou une valeur
d'erreur cible a atteindre.

Gére gd adaptive Large Non Usage? Usage+? Avantages Désavantage
learns  dataset linear
var? regulariz
ation
Oui Mélange de Ridge et Lasso  Les données sont composées de Incorporer les capacités En réduisant la
quelques valeurs aberrantes de sélection de variance, incorpore
Il peut y avoir une certaine caractéristiques de Lassoun certain degré de
corrélation entre les avec les capacités de biais dans le modeéle.
caractéristiques d'entrée. régularisation de Ridge. |l peut étre difficile
Eviter le surajustement de régler l'alpha pour
Sélection des caractéristiques atteindre un équilibre
souhaitable entre les
MCO et les termes de
régularisation.
Codt de calcul plus
élevé que Ridge ou
Lasso
Oui Plus de caractéristiques que Plus de caractéristiques Les poids des Le bruit ou de petites
d'échantillons de données  d'entrée que d'échantillons de caractéristiques erreurs ou valeurs
données également corrélées aberrantes dans les
Les données comportent peu de sont mis a jour a des valeurs cibles
valeurs aberrantes taux similaires. peuvent avoir un
Peu de variance entre les Efficacité numérique et impact considérable
étiquettes de sortie informatique pourde  sur le modele
nombreuses
caractéristiques.
Résultats et étapes de
formation interprétables
Oui Sélection des caractéristiques Vous cherchez a sélectionner les Peut déterminer les Applications limitées

N caractéristiques les plus
importantes pour représenter
un modele composé de
plusieurs caractéristiques

caractéristiques les plus Non utilisé tres
étroitement liées aux  souvent (et donc pas
étiquettes. beaucoup de

Peut spécifier le nombre ressources en ligne)
exact de coefficients non

nuls a retourner




Modele

BayesianRidge

ARDRegression

SGDRegressor

PassiveAggressiveRegressor

RANSACRegressor

Package

linear

linear

linear

linear

linear

Description

Similaire a Ridge, mais le parametre de
régularisation est réglé pour s'adapter
aux données pendant le processus de
formation.

BayesianRidge avec des valeurs de
poids plus espacées. Presque comme
une version de BayesianLasso.

Ajusté en minimisant une perte
empirique régularisée avec une
descente de gradient stochastique
(SGD). Le type de fonction de perte
utilisé peut étre changé en utilisant
I'argument "loss".

Ajusté en utilisant une variante de la
perte charniére. Efficace pour
I'apprentissage a grande échelle avec
plusieurs points de données et
caractéristiques.

Un modele linéaire congu pour traiter
les valeurs aberrantes dans les données
et/ou les données corrompues. Ajuste
de maniere itérative un modéle linéaire
a un sous-ensemble de données. Si le
modeéle s'adapte mieux aux données en
ligne que le modele précédent, il est
enregistré comme le meilleur modele.
Cette opération est effectuée pendant
un nombre spécifié d'itérations ou
jusqu'a ce qu'un critére d'arrét soit
rempli.

Overfit? Gere

outliers? nbre var

Oui

Oui

Gere gd

Oui

Oui

adaptive
- learns

regularization

Oui

Oui

Large
dataset

Non linear Usage?

Ridge mais ne veut pas fixer Vous recherchez des résultats
similaires a ceux de Ridge, mais

de constante de
régularisation

de régularisation.

Le nombre de
caractéristiques et

Usage+?

vous étes prét a sacrifier

I'interprétabilité pour gagner du

temps en évitant de tester

différents poids de régularisation.
Lasso mais pas de constante Vous recherchez des résultats
similaires a ceux de Lasso, mais

vous étes prét a sacrifier

I'interprétabilité pour gagner du

temps en évitant de tester

différents poids de termes de

régularisation.

Avoir un trés grand ensemble de

données et vouloir obtenir

d'échantillons est trés élevé rapidement des résultats.

Le nombre de
caractéristiques et

Valeurs aberrantes dans les Vous avez des valeurs aberrantes

Beaucoup de flexibilité pour
changer entre différentes
fonctions de perte

Vous disposez d'un trés grand
ensemble de données et vous
d'échantillons est trés élevé souhaitez obtenir rapidement des

résultats.

étiquettes de I'ensemble de dans les étiquettes de votre

données

ensemble de données.

Avantages

Aucun besoin de régler la
valeur alpha

s'adapte bien aux
données disponibles

Il n'est pas nécessaire de
régler la valeur alpha.
S'adapte bien aux
données disponibles
Réduit le poids des
caractéristiques non
importantes

Fonctionne bien sur de
grandes quantités de
données et de fonctions
Fonction personnalisable
qui offre différentes
fonctions de perte
Fonctionne bien sur de
grandes quantités de
données et de
fonctionnalités

Il s'adapte mieux aux
valeurs aberrantes de
grande taille dans la
direction Y que les autres
algorithmes de calcul des
valeurs aberrantes.

Plus rapide que TheilSen
et s'adapte beaucoup
mieux a un grand nombre
d'échantillons

Désavantage

Des résultats moins
interprétables

Résultats moins
interprétables
CoUteux en termes de
calcul (ne peut pas
traiter de trés grands
ensembles de
données)

Résultats moins
interprétables
-Beaucoup de
parametres a régler

Résultats moins
interprétables

Ne sont pas tres
utilisés (et donc peu de
ressources en ligne)
S'effondre avec un
grand nombre de
caractéristiques
d'entrée.

-Ignore toutes les
données qu'il
considére comme
aberrantes



Modele

TheilSenRegressor

HuberRegressor

DecisionTreeRegressor

GaussianProcessRegresso gaussian_process

r

Package

linear

linear

tree

Description

Un modele linéaire congu pour traiter
les valeurs aberrantes dans les données
et/ou les données corrompues. Calcule
les solutions des moindres carrés sur un
certain nombre de sous-échantillons de
données, puis détermine la médiane L1
de ces calculs pour choisir le meilleur
modele.

Un modeéle linéaire congu pour traiter
les valeurs aberrantes des données
et/ou les données corrompues. Il
n'ignore pas les valeurs aberrantes,
mais leur accorde plutot un poids plus
faible.

Développe un arbre de décision en
divisant sur les caractéristiques
d'entrée. Tres similaire a un arbre de
décision typique, sauf que les nceuds de
sortie correspondent a des sorties
linéaires.

Crée un modeéle en prenant une
distribution sur un certain nombre de
fonctions ajustées aux données. Met a
jour le poids de ces différentes
fonctions en utilisant la régle de Baye.

Overfit? Gere

Géregd adaptive Large Non
outliers? nbre var?'eams  dataset linear
regulariz
ation

Oui

Oui
Oui
Oui

Usage?

Valeurs aberrantes dans les
caractéristiques de
I'ensemble de données

Données aberrantes et
recherche de l'algorithme le
plus rapide

Données non linéaires

regroupées dans des buckets

Données non linéaires, pas
sUr de la structure des
données

Usage+?

Il'y a des valeurs aberrantes dans

les caractéristiques de votre
ensemble de données.

Vous voulez des analyses rapides

des données en ignorant les
valeurs aberrantes.

Les données ne sont pas linéaires

et sont plutét composées de
""buckets"".

Nombre d'échantillons > nombre

de caractéristiques
Il'y a des caractéristiques

dépendantes dans les données

d'entrée. DTR gére bien ces
corrélations.

Lorsque les données sont non
linéaires ou que vous n'étes pas

Avantages

mieux gérer les valeurs
aberrantes de taille
moyenne dans la
direction X

Plus rapide que RANSAC
et TheilSen (tant que le
nombre d'échantillons
n'est pas trop grand)
N'ignore pas
complétement les points
de données qu'il
considere comme
aberrants

Peut exporter la structure
de I'arbre pour voir sur
quelles caractéristiques
I'arbre se divise.

Gére bien les données
éparses et corrélées.
Possibilité d'ajuster le
modeéle pour résoudre les
problemes d'overfitting
S'adapte trés bien aux
données de structures

sGr de la structure des données et diverses

que vous voulez un modéle qui

s'adapte bien aux données
d'entrée.

Ne sont pas concernés par
I'overfitting"

Désavantage

S'effondre avec un
grand nombre de
caractéristiques
d'entrée.

Ignore toutes les
données qu'il
considere comme
aberrantes
S'effondrer avec un
grand nombre de
caractéristiques
d'entrée

Risque d'ajustement
excessif, surtout
lorsque le nombre de
caractéristiques est
proche ou supérieur
au nombre
d'échantillons.

Tres enclin a
I'ajustement excessif
et plus difficile a éviter
que
DecisionTreeRegressor

-Tres colteux en
termes de calcul



Modele Package
MLPRegressor
KNeighborsRegressor neighbors

RadiusNeighborsRegressor neighbors

Description

neural_network Fonctionne comme un réseau

neuronal avec plusieurs neurones a
chaque couche et des fonctions
d'activation non linéaires entre
chaque couche. Un certain nombre de
parametres peuvent étre réglés pour
obtenir des résultats optimaux.

Crée un modele basé sur les k plus
proches voisins a un point donné. Ou k
est un argument d'entrée.

Crée un modele basé sur tous les plus
proches voisins dans un rayon r donné
pour un point donné. OU r est un
argument d'entrée.

Geéregd adapti Large
outliers? nbre var? Ve

learns

regular

ization
Oui
Oui
Oui

Non Usage?
dataset linear

Données non linéaires, beaucoup
de caractéristiques importantes

Données non linéaires,
I'interprétabilité est importante,
caractéristiques non importantes

Données non linéaires,
I'interprétabilité est importante

Usage+?

Les données se composent de
plusieurs caractéristiques et de
modeéles linéaires de lutte
Toutes ou la plupart des
caractéristiques d'entrée sont
importantes pour faire des
prédictions".

Lorsque vous n'étes pas sir de la
structure de vos données et que
vous souhaitez un modeéle qui
s'ajuste bien.

Non concerné par |'overfitting
L'interprétabilité est importante

Lorsque vous n'étes pas sir de la
structure de vos données et que
vous souhaitez un modeéle qui
s'ajuste bien

Non concerné par |'overfitting
L'interprétabilité est importante

Avantages

Peut apprendre des
modeéles en temps réel
Les réseaux neuronaux
peuvent obtenir des

Désavantage

Nécessité de mettre
les données a I'échelle
-Difficile d'interpréter
les résultats

résultats impressionnants Beaucoup de
Peuvent traiter un grand paramétres a régler

nombre de
caractéristiques
importantes

S'adapte tres bien aux
données de structures
variées

Plus facile a interpréter
que les autres modeles
non linéaires

S'adapte tres bien aux
données de structures
variées

Plus facile a interpréter
que les autres modeles
non linéaires

Extrémement impacté
par les valeurs
aberrantes et les
données corrompues
Il faut beaucoup plus
d'échantillons que de
caractéristiques pour
obtenir des résultats
de qualité.

Difficulté a traiter un
grand nombre de
caractéristiques
Extrémement impacté
par les valeurs
aberrantes et les
données corrompues
Il faut beaucoup plus
d'échantillons que de
caractéristiques pour
obtenir des résultats
de qualité.

Difficulté a traiter un
grand nombre de
caractéristiques



Modele Package Description Overfit? Gere Geéregd adaptive Large Nonlinear Usage? Usage+? Avantages Désavantage
outliers? nbre var? leams dataset
regularization
SVR svm Une implémentation de I'algorithme de la Oui Oui Données non linéaires, grand Lorsque vous avez un jeu de données Efficace avec de nombreuses Tres difficile
machine a vecteurs de support pour nombre de caractéristiques  avec un grand nombre d'éléments  fonctionnalités d'interpréter les résultats
effectuer une régression. Le type de noyau sans importance Vous voulez que le modéle apprenne Fournit de la flexibilité pour Calculs coliteux pour les
peut étre changé entre 'linéaire’, 'poly’, a partir d'un sous-ensemble de tester différents modeles  grands ensembles de
'rbf', 'sigmoide’, ou une version données qu'il juge le plus important. avec des options données.
personnalisée pour changer la fagon dont Vous n'étes pas concerné par d'algorithme de noyau Problémes liés aux
le modele apprend. I'interprétabilité. échelles variables des
données d'entrée
(peuvent étre évités en
mettant les données a
I'échelle)
NuSVR svm Similaire a SVR avec les mémes options de Oui Oui Données non linéaires, grand Lorsque vous avez un jeu de données Efficace avec de nombreuses Tres difficile
noyau. La différence réside dans la nombre de caractéristiques  avec un grand nombre d'éléments  fonctionnalités d'interpréter les résultats
maniere dont le modéle est implémenté. non importantes. Vous voulez que le modeéle apprenne Fournit de la flexibilité pour Calculs colteux pour les
a partir d'un sous-ensemble de tester différents modéles  grands ensembles de
données qu'il juge le plus important. avec des options données.
Vous n'étes pas concerné par d'algorithme de noyau Problémes liés aux
I'interprétabilité. échelles variables des
données d'entrée
(peuvent étre évités en
mettant les données a
I'échelle).
Moins utilisé en pratique
que le SVR (donc moins
d'aide de la part de la
communauté)
LinearSVR svm Une implémentation de plus bas niveau du Oui SVR, mais avec un trés grand Vous souhaitezimplémenter le SVR  Efficace avec beaucoup de Difficile d'interpréter les

SVR qui ne considere que les solutions
linéaires de la machine a vecteurs de
support. Mais ce faisant, elle est beaucoup
plus efficace en termes de calcul pour les
grands ensembles de données.

nombre d'échantillons et/ou
de caractéristiques.

sur un tres grand jeu de données
(>100k).

caractéristiques

S'adapte mieux aux grands
ensembles de données que
SVR et NuSVR

résultats

Problémes liés aux
échelles variables des
données d'entrée
(peuvent étre évités par
la mise a I'échelle des
données)



Modele

Package Description

KernalRidge kernel_ridge Une implémentation kernalisée de
Ridge. Les performances sont trés
similaires a celles du SVR, mais les

résultats sont moins épars.

IsotonicRegression isotonic Ajuste une ligne par morceaux aux
données qui n'est pas décroissante.
Utilise la fonction d'erreur
quadratique moyenne pour ajuster la

ligne.

Overfit? Gere ~ Geregd adaptive

outliers? nbre var?learns
regularizatio
n

Oui

Large Non linearUsage?

dataset

Usage+?

Avantages

Une autre déviation du SVR Vous voulez tester un algorithme Efficace avec de
en plus du SVR qui optimise une nombreuses

Le jeu de données
présente des sauts

fonction de perte différente ?

Il existe de grands écarts entre
les valeurs d'un ensemble de

importants dans les valeurs données qu'il serait difficile

d'étiquettes.

d'ajuster a une ligne continue.

fonctionnalités

Souvent utilisé pour
approximer les résultats
prédits par d'autres
modeles moins
interprétables.

Peut gérer une grande
variance dans les points
de données

Résultats interprétables

Désavantage

Utilisé moins que le
SVR dans la pratique
Tres difficile
d'interpréter les
résultats

Problémes liés aux
échelles variables des
données d'entrée
(peuvent étre évités
en mettant les
données a I'échelle)
Utilisé peu dans la
pratique et peu utile
pour I'application

est limité a
I'augmentation (ne
peut pas traiter des
données qui ne sont
pas en augmentation)

Source : https://towardsdatascience.com/choosing-a-scikit-learn-linear-regression-algorithm-dd96b48105f5







5. Modeles — Régression linéaire
-

La régression linéaire est un modeéle linéaire qui suppose une relation linéaire entre les variables d'entrée (variables
indépendantes "x") et |la variable de sortie (variable dépendante "y"), de sorte que "y" peut étre calculé a partir d'une
combinaison linéaire des variables d'entrée (x).

Pour une variable a entrée unique, la méthode est appelée régression linéaire simple, tandis que pour des variables a

entrées multiples, elle est appelée régression linéaire multiple.

_ . . . Y Y, =By +BX, +E€,
Les coefficients sont trouvés en maximisant la vraisemblance (la I
probabilité d'observer nos n observations étant donné (3, si erreurs prtestbin % - .
normalement distribuée et centrées en 0 et les variables iid (indépendantes S = &, e Sipe=H,
et identiquement distribuées) et non corrélées) <> minimiser lasomme des ~ *"""" | e o
carrés des erreurs . R e i S
Avantage : M Z(u — fa(z")) x :

i=1

» Interprétable. Pas de paramétres a régler.
» Sl plus de features que de données de tests. Gros jeux de données ou grandes
dimensions (features).

Inconvénient :

» Siles variables sont CORRELEES : coefficient trés variant et solution non unique,
dur a interpréter = et probléme de sur apprentissage = régulariser.

» Sujets sur-apprentissage (pas régularisation).

* Ne peut pas contrdler la complexité du modele (pas de param).




5. Modeles — Regularisation !

Régularisation : Pour limiter le sur-apprentissage, on peut utiliser une technique, la régularisation, qui consiste
a contréler simultanément I'erreur du modéele sur le jeu d'entrainement et la complexité du modéle. =
minimiser une fonction objective qui est la somme d'un terme d'erreur et d'un terme mesurant la complexité du
modele. arg min (y — XB) " (y — XB) + X Regularisateur(/)

peR?
Le régularisateur, qui mesure la complexité du modéle, est une fonction des poids  du modéle.

A = hyperparameétre, le coefficient de régularisation, qui contréle l'importance relative du terme d'erreur et du
terme de régularisation.

* Plus A est grand, plus le terme de régularisation est important.
* Plus il est petit, est plus I'erreur est importante
« s'il est suffisamment faible (et en particulier s'il est égal a zéro), on retrouvera la solution de la régression linéaire

non-régularisée.

Quelle valeur donner a cet hyperparametre ? En général, c'est une question que I'on réglera en utilisant
une validation croisée .




5. Modeles — Ridge
-

Régularisation de Tykhonov : La régularisation de Tykhonov est un cas particulier de régularisation, dans lequel
on utilise pour régulariser la régression linéaire le carré de la norme euclidienne 12 du vecteur de poids [3.

- 2 o , 18115 B
Il faut optimiser : ~ arg min |ly — X8|1; + Al[8l[;  ou minimiser la somme des carrés des erreurs . Z
PER"™ " Erreur Complexité

Le modele linéaire que I'on apprend en résolvant cette équation est appelé régression ridge.
Elle réduit les poids des coefficients de pondération (les plus petits possibles) associés a chacune des variables.

Comment la solution de la régression ridge évolue-t-elle en fonction du coefficient de régularisation A ?
« Si A est trés grand, alors la régularisation prend le dessus, le terme d'erreur n'importe plus et Ia solution

est =0, on pénalise la compexité du modéle et plus on a des B petits.. Py ) Jignes de hiveau de

- Alinverse, si A est trés faible, le terme de régularisation n'est plus utilisé, /77 &/ Verreur quadratiaue

« et on retrouve la solution de la régression linéaire non régularisée. ‘ =l minimum sans contrainte
Parametre : alpha a régler
Avantage : v
. La régression ridge admet toujours une solution analytique unique. e L
. Larégression ridge permet d'éviter le surapprentissage en restreignant I'amplitude des pmdswg’
. Larégression ridge a un effet de sélection groupée : les variables corrélées ont le méme coefficient. ’

Inconvénient :
» Standardiser les variables




Lasso (Least Absolute Shrinkage and Selection Operator). modele parcimonieux de sélection de variables et
de réduction de dimension supervisée : les variables qui ne sont pas nécessaires a la prédiction de I'étiquette
sont éliminées =» annuler certains coefficients.

Les variables qui auront un coefficient égal a zéro ne feront plus partie du modele, qui en sera simplifié d'autant.

Régularisation = norme €1 : |18, =3, |5,

Il faut optimiser : ~ arg min, lly — XBI5 + AllBll;-  mais pas de solution explicite donc algorithme de gradient
pour le résoudre.

Parametre : alpha a régler, contréle I'impact sur la valeur des coefficients. B, |

Basse : moins complexe et bon résultat, trés basse : surapprentissage. 2 lignes de niveau de
Avantage . I'erreur quadratique

W
1
e

. Parcimonieux : sélection de variables et de réduction de dimension
supervisée : les variables qui ne sont pas nécessaires a la prédiction de
I'étiquette sont éliminées. _

minimum sans contrainte
= solution régression linéaire

Inconvenient : région *Jdmililibif
* Instable : Si plusieurs variables corrélées contribuent a la prédiction de B, + Bl st
I'étiquette, le lasso va avoir tendance a choisir une seule d'entre elles (affectant Solution du laseo

un poids de 0 aux autres), plutot que de répartir les poids équitablement
comme la régression ridge, mais aléatoire = instable




Elastic net, qui combine les deux termes de régularisation en un (norme €2 nous permet d'éviter le sur-
apprentissage avec une solution unique, et l'utilisation de la norme €1 d'avoir un modéle parcimonieux mais

instable).

arg min Iy~ XA|13 +2((1 = @lIBll; +allll3)

L’Elastic net combine les normes €1 et €2 pour obtenir une solution moins parcimonieuse que le lasso, mais
plus stable et dans laquelle toutes les variables corrélées pertinentes pour la prédiction de I'étiquette sont
sélectionnées et recgoivent un poids identique.

Sialpha =0 = LASSO B, ,_)
0<a<l WA=
~""" sialpha=1 RIDGE //ﬁ))j |
{. & /7 Elasﬁc Net
Avantage : " min_|ly— XS5 + A ((1 = a)||Bl + al|B]]3)

iy . (1 BeRPH1
« Stabilité : plus stable et dans laquelle toutes les variables corrélées ’

pertinentes pour la prédiction de |'étiquette sont sélectionnées et
recoivent un poids identique.

B,

région admissible (a=0.2)

Inconvénient :
» 2 hyperparametres, alpha et lambda ce qui demande plus de
Ressources computationnelles.




. Modeles
Arbres de
decision




5. Modeles — Arbres de décision -
l

Un DecisionTree est un algorithme d'apprentissage automatique supervise.

Ce systeme non paramétrique, contrairement aux modeéles de régression linéaire (qui supposent la linéarité), ne fait
aucune hypothése sous-jacente sur la distribution des erreurs ou des données.

Il s'agit d'une structure de type organigramme, composée de plusieurs questions (nceud) et qui, en fonction des
réponses (branche) données, conduira a une étiquette de classe ou a une valeur (feuille) lorsqu'elle sera appliquée a
une observation quelconque.

Les arbres de décision permettent de classer des objets en effectuant des décisions successives sur la base de leurs
variables.

L'algorithme de base pour la construction d'arbres de décision utilise une recherche descendante top-down, greedy
search dans l'espace des branches possibles, sans retour en arriére.

Les noeuds de l'arbre représentent ces décisions alors que les feuilles représentent les valeurs de la variable cible (a
prédire).

Plusieurs algorithmes existent permettant de générer des arbres de décision (ID3, C4.5, CART, etc.). Chaque

algorithme utilise un critere pour choisir la variable a utiliser sur un noeud (gain d’information, entropie, écart-type,

MSE (régression) etc.)
-




5. Modeles — Arbres de décision -
l

Algorithme :

Conformément a l'analogie avec les arbres, les arbres de décision mettent en ceuvre un processus de décision
séquentiel.

En partant du nceud racine, une caractéristique est évaluée et I'un des deux nceuds (branches) est sélectionné.
Chaque nceud de l'arbre est fondamentalement une régle de décision.

Cette procédure est répétée jusqu'a ce qu'une feuille finale soit atteinte, qui représente normalement la cible.

Les arbres de décision sont également des modéles intéressants si I'on se soucie de l'interprétabilité.

Avantage :

» Interprétables. Pas besoin de norma/standardisation.

* Représentation graphique. Feature importances (importance dans la décison). Splitting

» Les arbres peuvent facilement traiter des prédicteurs qualitatifs sans avoir a
créer des variables fictives.

» Reégression : pas d’extrapolation possible (prédiction en dehors jeux de train)
Inconvénient :

Branch/ Sub-Tree

‘ Decision Node A

Decision Node J

—

\

Terminal Node ‘ Decision Node ] { Terminal Node J } Terminal Node

» les arbres n'ont généralement pas le méme niveau de précision prédictive que NG B :
certaines des autres approches de régression et de classification. Terminal Node Terminal Node

» Surapprentisage si profond et feuille pure (100% apprentissage) : pré élagage
. stopper en amont la création de I'arbre (max_depth, max_leaf nodes,

min_samples_leaf) ou post-élagage : supprimer ou regrouper les noeuds avec
peu d’information). Pas trés bon en généralisation



Hyparametres :

min_samples_split (nombre minimum d'échantillons qu'un noeud doit avoir avant d'étre divisé),
min_sample_leaf (nombre minimum d'échantillons qu'une feuille doit avoir)

min_weight_fraction_leaf (identique a min_sample_leaf mais exprimé comme une fraction du nombre total d'instances
pondérées)

max_leaf_nodes (nombre maximum de noeuds de feuilles)

max_features (nombre maximum de caractéristiques qui sont évaluées pour le fractionnement dans chaque nceud).
L'augmentation du min ou la diminution du max régularise le modele.




. Modeles
SVM




5. Modeles — SVM E
nl

Les SVM machines a vecteurs de support sont le plus souvent utilisées sur des données avec beaucoup de
variables.

L'idée des SVMs est de chercher un hyperplan (un séparateur linéaire) qui sépare au mieux les objets de chaque
catégorie. En effet, il peut y avoir une infinité de séparateurs possibles comme le montre la figure ci-dessous.

Le meilleur hyperplan selon les SVMs est celui qui maximise les marges avec les objets de chaque catégorie.

Ces objets sont d’ailleurs appelés “vecteurs de support” car ils supportent les hyper-plans paralléles.

Par contre, il est fréquent qu'il n'y ait pas d’hyperplan capable de séparer parfaitement les données.

Dans ce cas, on peut permettre qu'il y ait un certain nombre d’erreurs.

L'optimisation de I'hyper-parametre C permet justement de fixer un compromis entre la maximisation des marges et
la minimisation des erreurs. Prédiction = mesure de la distance du

nouveau p0|nt aux VeCteUFS de Support. arg max Margin @ e o)

arg min Errors .. ® ./*\
Astuce du noyau :entrainer un modele dans un espace de grande dimension ) ."//; '
en calculant directement la distance (produit scalaire) des points de données ... - S i
pour la représentation étendue des caractéristiques sans jamais calculer C hyper-parameter —

réellement cette extension. Ex : noyau polynomial, noyau rbf radial gaussien.

Parameétres :

« Gamma :contréle la largeur du noyau gaussien, détermine la portée de I'influence de certains échantillons (petite
valeur : grande portée, grande : petite portée.

« C : parameétre de régularisation (limite I'importance de chaque point).



5. Modeles — SVR E
l

L'objectif du vecteur de support est de trouver un hyperplan dans un espace a N dimensions qui peut classer les

points de données.

Les points de données situés sur la marge et les plus proches de I'hyperplan sont appelés vecteurs de support.

Maintenant, lorsque la plupart des données se trouvent dans la meilleure marge vers chaque cété de I'hyperplan,

alors le SVR ou la régression vectorielle de soutien peut étre utilisé pour identifier et prédire les données

dépendantes tres clairement.

Sa formule mathématique pour les lignes marginales vers chaque c6té de I'hyperplan est représentée par :

Yi = (w, xi) + b + déviation

Yi = (w, xi) + b- déviation yi=(wx)+b+e E{ '
o

'
-~
4

e-deviation
Etapes a suivre pour construire un modéle de régression de support : /\S
1) Trouvez vos ensembles de données X et Y, indépendants et dépendants, pouf entrainer le odéle.,"_ . 7
2) Observez les données en un coup d'ceil et essayez d'ajuster le paramétre de hoyau le mieux adapté. V.
également essayer de tracer les points de données et de voir la corrélation.
Il peut étre linéaire, gaussien ou polynomial, selon la complexitée. -
Le noyau le plus couramment utilisé est gaussien.
*Noyau polynomial : K(x,y) =(x .y +1)d, ou d>0 est une constante qui définit le nqyau.
Ordre. ‘ m 1
*Noyau RBF gaussien : K(x,y) =exp(-| x-y|2/262), ou >0 est un paramétre qui A i
Définit la largeur du noyau. Les paramétres associés d et o sont déterminés lors|de la phdse d'apprentissage.
3) Tracer des graphiques e

4i Prédire ﬁour toute valeur indéﬁendante. )

yi=wx)+b—c¢




Avantages :
» Puissants et efficaces sur une large variété de jeux de données (peu ou grandes dimensions des features).

Inconvénients :

* Pré-traitement des données : Standardiser avec méme échelle : MinMaxScaler.

» Pas pour les grandes quantités de données (temps de consommation mémoire trop grand).
« Ajustement précis des paramétres.

* Peu interprétable.
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5. Modeles — KNeighbors <
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K- Nearest Neighbors est un algorithme d'apprentissage automatique supervisé car la variable cible est connue.
Non paramétrique car il ne fait pas d'hypothése sur le modeéle de distribution des données sous-jacentes.
Algorithme paresseux car KNN n'a pas d'étape de formation.

Tous les points de données ne seront utilisés qu'au moment de la prédiction.

Sans étape de formation, I'étape de prédiction est colteuse.

Utilise la similarité des caractéristiques pour prédire le groupe dans lequel le nouveau point sera classé.

Algorithme :

Etape 1 : Choisissez une valeur pour K. K doit étre un
nombre impair.

Etape 2 : Trouver la distance du nouveau point par rapport
a chacune des données d'apprentissage.

Etape 3 : Trouvez les K voisins les plus proches du
nouveau point de données.

Etape 4 : Pour la classification, comptez le nombre de
points de données dans chaque catégorie parmi les k
voisins. Le nouveau point de données appartiendra a la
classe qui a le plus de voisins.

Pour la régression, la valeur du nouveau point de données
sera la moyenne des K voisins.

La distance peut étre calculée en utilisant

» La distance euclidienne VG = x2)2 + (31 — y2)?
La distance de Manhattan |x; — x| + |[y; — vl

La distance de Hamming

La distance de Minkowski  (lx; — x2|” + [yy — y2|P)*/?




5. Modeles — KNeighbors o
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Avantages :

Algorithme simple et donc facile a interpréter la prédiction.

Non paramétrique, donc ne fait aucune hypothése sur le modéle de données sous-jacentes

Utilisé a la fois pour la classification et la régression

L'étape de formation est beaucoup plus rapide pour les plus proches voisins que pour les autres
algorithmes d'apprentissage automatique, mais prédictions parfois longues si bcp features/données.

Inconvénients :

KNN est colteux en calcul car il recherche les plus proches voisins pour le nouveau point a |'étape de
prédiction.

Besoin élevé en mémoire car KNN doit stocker tous les points de données (pas plus de 100 features).
L'étape de prédiction est trés colteuse

Sensible aux valeurs aberrantes, la précision est affectée par le bruit ou les données non pertinentes.
Sensible aux datasets sparses (jeux de données parsemés avec beaucoup de données nulles).

Pour les petits jeux de données.

Parameétres importants :

K : nombre de voisins (augmenter k lisse les prédictions, mais moins bons résultats apprentissage).
Distance : mesurée entre les points, euclidienne, manhatan
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5. Modeles — Ensemblistes .
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apprentissage automatique dans lequel plusieurs modeéles (souvent appelés "apprenants faibles") sont formés pour
résoudre le méme probléme et combinés pour obtenir de meilleurs résultats (plus précis et/ou robuste).

Attention : combinaison des modéles apprenants faibles a faibles bias et fortes variances =» réduire la variance (et vis et versa)

Méthodes paralléles : & . * = 3 Méthodes séquentielles : & & & »
entrainer plusieurs modeles apprenants faibles de maniére
séquentielle a la suite, premier modéle induit erreurs, on donne
plus de poids aux données induisant erreur et entraine deuxieme
modele, puis nouveau modele entrainé avec le jeu de données
pondérés en augmentant le poids des observations induisant le
plus d’erreur... Le dernier modéle est le plus performant.

entrainer plusieurs modeéles apprenants faibles de maniére
indépendante (en paralléle) pour ensuite les regrouper afin de
prendre une décision

Algorithme de combinaison ?

BAGGING: BOOSTING: STACKING:

Entraine plusieurs modeles Entraine des modéles apprenants Entraine des modéles apprenants
apprenants faibles homogeénes, faibles homogenes séquentiellement  faibles hétérogénes en paralléle et
indépendamment les uns des de maniere trés adaptative (un modéle |es combine en formant un méta-
autres en paralléle et les combine  de base dépend des précedents) et modéle pour produire une prédiction
en suivant un processus les combine en suivant une stratégie basée sur les prédictions des
déterministe de calcul de moyenne déterministe (modeles forts moins différents modéles faibles (modéles
(moins de variance). biaisés). forts moins biaisés).
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BAGGING (bootstrap aggregation) :

- Basée sur bootstrap (nouveaux datasets de taille identique a I'original avec remise, représentatifs et indépendants
et identiquement distribués),

- entrainement de plusieurs modéles apprenants faibles presque indépendants en paralléle,

- moyenne de leurs prédictions afin d'obtenir un modele avec une variance plus faible.

Il permet de réduire la variance des estimateurs individuels et offre une prédiction plus performante et plus stable,
dépendante du nombre d’apprenants faibles utilisés.

Avantage : parallélisation. Algorithme : _ _
* Des sous-ensembles aléatoires sont créés a partir de
‘weak learners fitted on ensemble model (kind of average

I'ensemble de données original (Bootstrapping). Le sous-

. ensemble de I'ensemble de données comprend toutes les
=l caractéristiques.
o * Un estimateur de base spécifié par l'utilisateur est ajusté
;@, sur chacun de ces petits ensembles.
» Les prédictions de chaque modeéle sont combinées pour
obtenir le résultat final.

Initial dataset Libootstrap samples each bootstrap sample of the weak learners)

66

L
{21,2}, ..., 2b}, {22, 22, ., 23}, oy {20, 2L, .., 2K} wi(),wa()ymwr () sL() = %Zw;(.) (simple average, for regression problem)
=

2} = b-th observation of the I-th bootstrap sample
s1,(.) = arg max[card(I|u(.) = k)] (simple majority vote, for classification problem)




Hyperparametres :

base estimator : Il définit I'estimateur de base a adapter sur des sous-ensembles aléatoires de I'ensemble de données.
Si rien n'est spécifié, I'estimateur de base est un arbre de décision.

n_estimators : C'est le nombre d'estimateurs de base a créer. Le nombre d'estimateurs doit étre soigneusement ajusté car un grand nombre prendrait
beaucoup de temps a exécuter, tandis qu'un trés petit nombre pourrait ne pas fournir les meilleurs résultats.

max_samples : Ce parametre contréle la taille des sous-ensembles. |l s'agit du nombre maximum d'échantillons pour entrainer chaque estimateur de
base.

max_features : Ce paramétre contrdle le nombre de caractéristiques a tirer de I'ensemble des données. Il définit le nombre maximum de
caractéristiques requises pour entrainer chaque estimateur de base.

n_jobs : Le nombre de taches a exécuter en paralléle. Définissez cette valeur comme étant égale au nombre de cceurs dans votre systéme. Si la
valeur est -1, le nombre de taches est égal au nombre de cceurs.

random_state : Indique la méthode de répartition aléatoire. Lorsque la valeur de random state est la méme pour deux modeles, la sélection aléatoire
est la méme pour les deux modeéles. Ce paramétre est utile lorsque vous souhaitez comparer différents modeéles.
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5. Modeles — Bagging - RandomForest 5
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RandomForest :

Méthode de bagging ou les arbres profonds (low bias, high variance), ajustés sur des échantillons bootstrap de données et des
sous-ensembles aléatoires de features, sont combinés (moyenne des prédictions pour tous les arbres pour la régression) pour
produire une sortie avec une variance plus faible.

1. greedy, top-down recursive partitioning algorithm : faire grandir 'arbre (feature a utiliser et point de séparation pour
minimiser I'erreur quadratique)
2. Elaguer l'arbre : réduire 'over-fitting en prenant en compte le colit de complexité du modele.

Avantages : amélioration du bagging puisqu'elles créent des arbres plus différents structurellement en échantillonnant
aléatoirement seulement un sous-ensemble des features disponibles, ce qui permet de réduire la corrélation entre les arbres
et donc d'obtenir un meilleur modele final. Gros datasets. Interprétable. Estimation de I'importance des features. Rapide. Pas
d’over-fitting. Plus robuste aux valeurs manquantes. Hyperparameétres de base efficaces. Parallelisable.

Désavantages : taille mémoire pour stockage gros jeux. Un nombre élevé d'arbres peut rendre le processus de calcul beaucoup
plus lent et inefficace pour les prédictions en temps réel. Datasets éparses. Pas données textuelles (grandes dimensions).




et % Algorithme :
E m données original (bootstrapping).
* A chaque nceud de I'arbre de décision, seul un ensemble aléatoire de
+ (features) % répartition (algo de calcul la combinaison caractéristique/séparation
localement optimale).

g o * Des sous-ensembles aléatoires sont créés a partir de I'ensemble de
caractéristiques est pris en compte pour décider de la meilleure
* Un modéle d'arbre de décision est ajusté sur chacun des sous-

deep trees fitted on each

initial datass‘t bg;?;:lreasp + ?:Lﬁ:g bootst;?y?;‘n;:l; :";;::E?:;daﬁng (kind otr:::roargefzrtetshts trees) ensembles . , . SR TPNT]
HYRETpAramELEs . « La prédiction finale est calculée en faisant la moyenne des prédictions
Augmenter le pouvoir prédictif : de tous les arbres de décision.

n_estimators : Nombre d'arbres que I'algorithme fait croitre avant de faire la prédiction. Un nombre plus élevé d'arbres devrait augmenter les performances et rendre la prédiction plus stable, avec l'inconvénient de ralentir le calcul
(élevée mieux)

max_features : correspond au maximum de caractéristiques que Random Forest est autorisé a essayer dans un arbre individuel, lors de la recherche de la meilleure division ; (=sqrt(n_feature) classification, n_features : régression)
min_sample_leaf : nombre minimum requis de feuilles pour effectuer la division sur un noeud interne.

max_depth : La forét aléatoire comporte plusieurs arbres de décision. Ce paramétre définit la profondeur maximale des arbres.

criterion: Il définit la fonction qui doit étre utilisée pour le fractionnement. La fonction mesure la qualité d'un fractionnement pour chaque caractéristique et choisit le meilleur fractionnement.

min_samples_leaf : Ceci définit le nombre minimum d'échantillons requis pour étre a un nceud feuille. Une taille de feuille plus petite rend le modéle plus enclin a capturer le bruit dans les données de train.

max_leaf_nodes : Ce paramétre spécifie le nombre maximal de nceuds de feuille pour chaque arbre. L'arbre cesse de se diviser lorsque le nombre de nceuds de feuilles devient égal au nombre maximal de nceuds de feuilles (peu
aider a meilleur résultat.

Augmentation de la vitesse de traitement :
n_jobs : indique au systéme le nombre de processeurs qu'il est autorisé a utiliser. La valeur '-1' signifie qu'il n'y a pas de limite ;
random_state : rend la sortie du modéle reproductible. Il produira toujours les mémes résultats si vous lui donnez une valeur fixe ainsi que les mémes paramétres et données d'entrainement.

oob_score : méthode de validation croisée de Random Forest. On appelle cela les échantillons hors-sac. Elle est trés similaire a la méthode de validation croisée leave-one-out mais sans charge de calcul.
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5. Modeles — Bagging - ExtraTrees &
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L'algorithme Extremely Randomized Trees, ou Extra Trees en abrégé, est un algorithme d'apprentissage
automatique d'ensemble d'arbres de décision, lié a d'autres ensembles d'algorithmes d'arbres de décision tels que
I'agrégation bootstrap (bagging) et la forét aléatoire.

L'algorithme Extra Trees fonctionne en créant un grand nombre d'arbres de décision non élagués a partir de
I'ensemble de données d'apprentissage (pas bootstrap, échantillonne sans remplacement, réduit biais).

Les prédictions sont faites en faisant la moyenne des prédictions des arbres de décision dans le cas de la régression.

L'algorithme Extra-Trees construit un ensemble d'arbres de décision ou de régression non élagués selon la procédure
descendante classique. Ses deux principales différences avec les autres méthodes d'ensemble basées sur les arbres
sont qu'il divise les nceuds en choisissant les caractéristiques des points de coupe de maniére totalement aléatoire
(pas un algorithme gourmand pour sélectionner un point de division optimal, réduit la variance) et qu'il utilise
I'échantillon d'apprentissage entier (plutdét qu'une réplique bootstrap) pour faire croitre les arbres.

Avantages :

» sélection aléatoire des points de fractionnement rend les arbres de décision de I'ensemble moins corrélés
(mais augmente la variance donc augmenter le nombre d’arbres).

» Codt de calcul plus faible que RF = plus rapide.

Inconvénients :
» sélection aléatoire =» jamais le méme résultat lorsque I'algorithme est exécute.
» Evaluation : faire une validation croisée, ajustement : augmenter les arbres jusqu’a variance stabilisée



Hyperparameétres :

n_estimators : le nombre d'arbres de décision dans I'ensemble.

max_features : le nombre de caractéristiques d'entrée a sélectionner aléatoirement et a prendre en compte pour chaque point de séparation. Les bonnes valeurs empiriques par défaut
sont max_features=None (toujours considérer toutes les caractéristiques au lieu d'un sous-ensemble aléatoire) pour les problémes de régression, et max_features="sqrt" (utiliser un
sous-ensemble aléatoire de taille sqrt(n_features)) pour les taches de classification (ou n_features est le nombre de caractéristiques dans les données).

min_samples_split :le nombre minimum d'échantillons requis dans un nceud pour créer un nouveau point de séparation.

min_samples_leaf : Le nombre minimum d'échantillons requis pour étre a un noeud feuille. Un point de séparation a n'importe quelle profondeur ne sera considéré que s'il laisse au
moins min_samples_leaf échantillons d'entrainement dans chacune des branches gauche et droite. Cela peut avoir pour effet de lisser le modéle, en particulier dans la régression.

max_depth : profondeur , de bons résultats sont souvent obtenus en définissant max_depth=None (tout déployé)

bootstrap : un paramétre optionnel qui permet aux utilisateurs d'utiliser des répliques bootstrap, mais par défaut, il utilise I'échantillon d'entrée entier. Cela peut augmenter la variance
car le bootstrap la rend plus diversifiée.

n_jobs : construction paralléle des arbres et calcul paralléle des prédictions
min_impurity decrease : Un neud sera divisé si cette division induit une diminution de 1'impureté supérieure ou égale a cette valeur.
random_state : valeur aléatoire

warm_start : Lorsqu'elle est définie sur True, la solution de I'appel précédent a l'ajustement est réutilisée et d'autres estimateurs sont ajoutés a I'ensemble, sinon, une nouvelle forét est
ajusteée.

Verbose : Contréle la verbosité lors de I'ajustement et de la prédiction.

Criterion : fonction permettant de mesurer la qualité d'un fractionnement. Les critéres pris en charge sont "mse" pour I'erreur quadratique moyenne, qui est égale a la réduction de la
variance comme critére de sélection des caractéristiques, et "mae" pour l'erreur absolue moyenne.
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BOOSTING :

Entrainement de modeles apprenants faibles (peu profonds high bias, low variance) qui sont agrégés séquentiellement pour
obtenir un apprenant fort plus performant.

Chaque modele de la séquence est ajusté en donnant plus d'importance aux observations du jeu de données qui ont été mal
traitées par les modeles précédents de la séquence.

Le modele final est un apprenant fort avec un biais plus faible (et parfois aussi réduction de la variance).

Réglage :
- informations prises pour ajuster séquentiellement?
- comment agréger le modele courant aux précédents ?

train a weak model update the training dataset
-+ % and aggregate it to ;\' (values or weights) based on the
the ensemble model current ensemble model results

Inconvénient : pas de parallélisation, ajustement séquentiel colteux

2 s =
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AdaBoost :

Le boosting adaptatif met a jour les poids attachés a chacune des observations de I'ensemble de données
d'apprentissage.

Le modele d'ensemble est défini comme une somme pondérée de L apprenants faibles (stumps c’est a dire des arbres
qui ne font qu’une seule séparation, avec un seul noeud ) construits séquentiellement et une agrégation en une simple
combinaison linéaire pondérée par des coefficients exprimant la performance de chaque apprenant.

Optimisation globale difficile =» optimisation itérative locale en ajoutant les apprenants faibles un par un, en
recherchant a chaque itération la meilleure paire possible (coefficient, apprenant faible) a ajouter au modéle
d'ensemble actuel

(er,wy(.)) = argminE(s;—1(.) + ¢ x w(.)) = arg min Z e(UYn, Si-1(zn) + ¢ X w(zx,))

N train a weak model
£ and aggregate it to
the ensemble model

update the weights of
LS. observations misclassified by
the current ensemble model

current ensemble model
predicts “orange” class

current ensemble model
predicts “blue” class

c,w(.)

ean(.)

n=1

ol E(.) est I'erreur d'ajustement du modéle donné et g(.,.) est la fonction de perte/erreur.
L itération :
e  ajuster le meilleur modéle faible possible avec les poids des observations courantes

sl ;
seking:

all Hoe
observakions
ave the

. calculer la valeur du coefficient de mise & jour qui est une sorte de métrique d'évaluation 5= <*%

scalaire de I'apprenant faible qui indique dans quelle mesure cet apprenant faible doit
étre pris en compte dans le modéle d'ensemble

. mettre a jour I'apprenant fort en ajoutant le nouvel apprenant faible multiplié par son
coefficient de mise a jour

e calculer les nouveaux poids des observations qui expriment les observations sur
lesquelles nous souhaitons nous concentrer a la prochaine itération (les poids des
observations mal prédites par le modéle agrégé augmentent et les poids des
observations correctement prédites diminuent).

Q

Q@

%
%o




Algorithme :

* Au départ, toutes les observations ont le méme poids.

* Un modéle est construit sur un sous-ensemble de données.

» En utilisant ce modéle, des prédictions sont faites sur I'ensemble des données.

* Les erreurs sont calculées en comparant les prédictions et les valeurs réelles.

* Lors de la création du modéle suivant, des poids plus élevés sont attribués aux points de données qui ont été prédits de maniére incorrecte.

* Les pondérations peuvent étre déterminées en utilisant la valeur de I'erreur. Par exemple, plus I'erreur est élevée, plus le poids attribué a
I'observation est important.

Ce processus est répété jusqu'a ce que la fonction d'erreur ne change pas, ou que la limite maximale du nombre d'estimateurs soit atteinte.

Hyperparameétres :

base_estimators : spécifie le type d'estimateur de base, c'est-a-dire I'algorithme a utiliser comme apprenant de base.
n_estimators : Il définit le nombre d'estimateurs de base, la valeur par défaut est 10 mais vous pouvez I'augmenter afin d'obtenir une meilleure performance.

learning_rate : méme impact que dans l'algorithme de descente de gradient. Ce paramétre contrdle la contribution des estimateurs dans la combinaison finale. Il existe un
compromis entre le taux d'apprentissage et les n_estimateurs.

max_depth : profondeur maximale de I'estimateur individuel. Réglez ce paramétre pour obtenir les meilleures performances.
n_jobs : indique au systéme le nombre de processeurs qu'il est autorisé a utiliser. La valeur -1' signifie qu'il n'y a pas de limite

random_state : rend la sortie du modele reproductible. Il produira toujours les mémes résultats si vous lui donnez une valeur fixe ainsi que les mémes parameétres et
données d'entrainement.
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Gradient Boosting :

boosting gradient met a jour la valeur de ces observations.

Le modele d'ensemble que nous essayons de construire est également une somme pondérée d'apprenants faibles.
L'optimisation globale est difficile = optimisation séquentielle, le boosting de gradient transforme le probléme en une
descente de gradient : a chaque itération, nous ajustons un apprenant faible a I'opposé du gradient de l'erreur
d'ajustement actuelle par rapport au modele d'ensemble actuel.

si(.) = s1-1(.) =1 x Vg, E(s1-1)(.)

train a weak model < dataset values

ES % and aggregate it to

the ensemble model

update the pseudo-residuals
LS. considering predictions of
the current ensemble model

@ predictions of the current ensemble model
B pseudo-residuals (targets of the weak learner)

ol E(.) est I'erreur d'ajustement du modéle donné, ¢_| est un coefficient correspendant a la taille du

pas et 5 E o
+<‘_,x o =
_*V31~1E(Sl—-1)(') (77 e e . " =
n ‘ . ] [ 5 1 | +¢rﬁd‘5( =)
est I'oppose du gradient de 'erreur d'ajustement par rapport au modéle d'ensemble au pas |-1. -
Qesrner
L itérations : -
. ajuster le meilleur apprenant faible possible aux pseudo-résidus (approximer = . "
I'opposé du gradient par rapport a I'apprenant fort actuel) . . o
e calculer la valeur de la taille de pas optimale qui définit de combien nous mettons
a jour le modeéle d'ensemble dans la direction du nouvel apprenant faible
O O
. mettre a jour le modéle d'ensemble en ajoutant le nouvel apprenant faible multiplié & ~ +& ~ &
par la taille du pas (faire un pas de descente de gradient) -
e  calculer de nouveaux pseudo-résidus qui indiquent, pour chaque observation, OZ cz

dans quelle direction nous souhaitons mettre a jour les prédictions du modéle
d'ensemble.




Algorithme : T

2 N F 2 24 32 -8 5 27
e Un modéle est construit sur un sous-ensemble de données. i s 2 6 3 %
e En utilisant ce modéle, des prédictions sont faites sur I'ensemble des données. s ook ; 2 :: : : ::

e Les erreurs sont calculées en comparant la moyenne des prédictions et les valeurs réelles.

¢ Un nouveau modéle est créé en utilisant les erreurs calculées comme variable cible. Notre objectif est de trouver la mellleure > répartition pour
minimiser l'erreur. e s L

e Les prédictions faites par ce nouveau modele sont combinées avec les prédictions du modéle précédent.

e De nouvelles erreurs sont calculées en utilisant cette valeur prédite et la valeur réelle.
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Ce processus est répété jusqu'a ce que la fonction d'erreur ne change pas, ou que la limite maximale du nombre d'estimateurs soit atteinte.
Hyperparameétres spécifiques a I'arbre : lIs affectent chaque arbre individuel du modéle.

min_samples_split : Définit le nombre minimum d'échantillons (ou d'observations) requis dans un nceud pour étre pris en compte pour le fractionnement.
Utilisé pour contrbler le surajustement. Des valeurs plus élevées empéchent un modéle d'apprendre des relations qui pourraient étre trés spécifiques a I'échantillon particulier sélectionné pour un arbre.
Des valeurs trop élevées peuvent conduire a un sous-ajustement et doivent donc étre réglées a l'aide de CV.

min_samples_leaf : Définit les échantillons (ou observations) minimums requis dans un nceud terminal ou une feuille.
Utilisé pour contrdler I'exces d'ajustement de maniére similaire a min_samples_split.
En général, des valeurs plus faibles doivent étre choisies pour les problémes de classes déséquilibrées car les régions dans lesquelles la classe minoritaire sera majoritaire seront trés petites.

min_weight_fraction_leaf : Similaire & min_samples_leaf mais défini comme une fraction du nombre total d'observations au lieu d'un nombre entier.
Une seule des options #2 et #3 doit étre définie.

max_depth : La profondeur maximale d'un arbre. Utilisé pour contréler I'excés d'ajustement car une profondeur plus élevée permettra au modele d'apprendre des relations trés spécifiques a un échantillon
particulier.
Doit étre réglé a l'aide de CV.

max_leaf_nodes : Le nombre maximum de nceuds terminaux ou de feuilles dans un arbre.
Peut étre défini a la place de max_depth. Comme les arbres binaires sont créés, une profondeur de 'n' produirait un maximum de 2*n feuilles.
Si cette valeur est définie, GBM ignorera max_depth.

max_features : Le nombre de caractéristiques a prendre en compte lors de la recherche de la meilleure répartition. Elles seront sélectionnées aléatoirement.
En regle générale, la racine carrée du nombre total de caractéristiques fonctionne bien mais nous devrions vérifier jusqu'a 30-40% du nombre total de caractéristiques.
Des valeurs plus élevées peuvent conduire a un ajustement excessif, mais cela dépend de chaque cas.




Paramétres de boosting : IIs affectent I'opération de boosting dans le modéle.

learning_rate : cela détermine I'impact de chaque arbre sur le résultat final (étape 2.4). Le GBM fonctionne en commencgant par une estimation initiale qui est mise a jour en utilisant la sortie de chaque arbre. Le parameétre d'apprentissage contréle I'ampleur
de ce changement dans les estimations. Controle le dégré ‘intensité avec lequel chaque arbre essaie de corriger les erreurs de I'arbre précédent. Valeurs élevées = modéle plus complexe.

Des valeurs faibles sont généralement préférées car elles rendent le modéle robuste aux caractéristiques spécifiques de I'arbre et lui permettent ainsi de bien se généraliser.

Des valeurs plus faibles nécessiteraient un plus grand nombre d'arbres pour modéliser toutes les relations et seraient colteuses en termes de calcul.

n_estimators : Le nombre d'arbres séquentiels a modéliser (étape 2). Valeur élevée = modeéle plus complexe.
Bien que le GBM soit assez robuste pour un nombre élevé d'arbres, il peut toujours étre surajusté a un moment donné. Par conséquent, ce nombre doit étre ajusté en utilisant CV pour un taux d'apprentissage particulier.

subsample : La fraction d'observations a sélectionner pour chaque arbre. La sélection se fait par échantillonnage aléatoire.
Des valeurs légéerement inférieures a 1 rendent le modéle robuste en réduisant la variance.
Les valeurs typiques ~0.8 fonctionnent généralement bien mais peuvent étre affinées davantage.

Paramétres divers : Autres paramétres pour le fonctionnement global

loss : Il s'agit de la fonction de perte @ minimiser dans chaque fractionnement. Elle peut avoir différentes valeurs pour la classification et la régression. En général, les valeurs par défaut fonctionnent bien. D'autres valeurs ne devraient étre choisies que si vous
comprenez leur impact sur le modéle.

init : Ceci affecte l'initialisation de la sortie. Ceci peut étre utilisé si nous avons créé un autre modéle dont le résultat doit étre utilisé comme estimations initiales pour GBM.

random_state : La graine de nombre aléatoire afin que les mémes nombres aléatoires soient générés a chaque fois.

Ceci est important pour le réglage des paramétres. Si nous ne fixons pas le nombre aléatoire, nous aurons des résultats différents pour les exécutions suivantes sur les mémes paramétres et il devient difficile de comparer les modéles.

Cela peut potentiellement entrainer un surajustement a un échantillon aléatoire particulier sélectionné. Nous pouvons essayer d'exécuter des modéles pour différents échantillons aléatoires, ce qui est colteux en termes de calcul et n'est généralement pas
utilisé.

verbose : Le type de sortie a imprimer lorsque le modele s'ajuste. Les différentes valeurs peuvent étre :
0 : aucune sortie générée (par défaut)

1 : sortie générée pour les arbres dans certains intervalles

>1 : sortie générée pour tous les arbres

warm_start : Ce paramétre a une application intéressante et peut étre d'une grande aide s'il est utilisé judicieusement.
Il permet d'ajuster des arbres supplémentaires sur les ajustements précédents d'un modéle. Cela peut faire gagner beaucoup de temps et vous devriez explorer cette option pour les applications avancées.

presort : Sélectionnez si vous voulez présélectionner les données pour des fractionnements plus rapides.
La sélection est automatique par défaut, mais elle peut étre modifiée si nécessaire.




: Modeles
XGBoost




5. Modeles — Boosting — XGBoost 5
)

Extreme Gradient Boosting (2014) est une implémentation avancée du Gradient Boosting.

XGBoost est un algorithme d'arbre de décision boosté par le gradient. |l existe depuis 2014 et a fini par dominer
Kaggle et la communauté des sciences des données. XGB a introduit le boosting par gradient, ou de nouveaux
modéles sont adaptés aux résidus des modeles précédents, puis ajoutés ensemble, en utilisant un algorithme de
descente de gradient pour minimiser la perte.

Parameétres généraux : lls définissent la fonctionnalité globale de Paramétres de la tache d'apprentissage : ces parameétres sont utilisés
XGBoost. pour définir I'objectif d'optimisation et la métrique a calculer a chaque étape.
booster [default=gbtree] Sélectionnez le type de modéle a exécuter a objectif [default=reg:linear] : Ceci définit la fonction de perte a minimiser. Les
chaque itération. Il y a 2 options : gbtree : modéles basés sur des arbres valeurs les plus utilisées sont :

gblinear : modéles linéaires binary:logistic -régression logistique pour la classification binaire, renvoie la

probabilité prédite (et non la classe).
silent [default=0] : Le mode silencieux est activé est fixé a 1, c'est-a-dire  multi:softmax -classification multiclasse utilisant I'objectif softmax, renvoie la
qu'aucun message d'exécution ne sera imprimé. Il est généralement bon classe prédite (pas les probabilités)

de garder la valeur 0 car les messages peuvent aider a comprendre le Vous devez également définir un paramétre supplémentaire num_class
modele. (nombre de classes) définissant le nombre de classes uniques.

nthread [par défaut, le nombre maximum de threads disponibles si non
défini]. Ceci est utilisé pour le traitement paralléle et le nombre de cceurs
dans le systeme doit étre entré.Si vous souhaitez exécuter sur tous les
ceeurs, la valeur ne doit pas étre saisie et I'algorithme le détectera
automatiquement.



Parameétres du Booster :

eta [default=0.3] / Analogue au taux d'apprentissage dans GBM Rend le modéle plus robuste en réduisant les poids a chaque étape. Valeurs finales typiques a utiliser : 0.01-0.2

min_child_weight [default=1]/ Définit la somme minimale des poids de toutes les observations requises dans un enfant.

Ceci est similaire a min_child_leaf dans GBM mais pas exactement. Cela fait référence a la "somme des poids" minimale des observations alors que GBM a un "nombre d'observations" minimal.
Utilisé pour contrbler l'over-fitting. Des valeurs plus élevées empéchent un modeéle d'apprendre des relations qui pourraient étre tres spécifiques a I'échantillon particulier sélectionné pour un arbre.
Des valeurs trop élevées peuvent conduire a un sous-ajustement et doivent donc étre réglées a I'aide de CV.

max_depth [default=6])/ La profondeur maximale d'un arbre, comme GBM. Utilisé pour contréler I'excés d'ajustement car une profondeur plus élevée permettra au modéle d'apprendre des relations trés spécifiques a un échantillon
particulier.
Doit étre réglé a I'aide de CV. Valeurs typiques : 3-10

max_leaf_nodes : Le nombre maximum de nceuds terminaux ou de feuilles dans un arbre. Peut étre défini a la place de max_depth. Comme les arbres binaires sont créés, une profondeur de 'n' produirait un maximum de 2”n feuilles.
Si cette valeur est définie, GBM ignorera max_depth.

gamma [default=0] : Un nceud est divisé uniquement lorsque la division qui en résulte donne une réduction positive de la fonction de perte. Gamma spécifie la réduction minimale des pertes requise pour effectuer un fractionnement.
Rend I'algorithme conservateur. Les valeurs peuvent varier en fonction de la fonction de perte et doivent étre ajustées.

max_delta_step [default=0] : Le pas delta maximum que nous autorisons pour I'estimation du poids de chaque arbre. Si la valeur est fixée a 0, cela signifie qu'il n'y a pas de contrainte. S'il est défini a une valeur positive, cela peut
aider a rendre I'étape de mise a jour plus conservatrice.

Habituellement, ce paramétre n'est pas nécessaire, mais il peut étre utile dans la régression logistique lorsque la classe est extrémement déséquilibrée.

Il n'est généralement pas utilisé mais vous pouvez I'explorer davantage si vous le souhaitez.

subsample [default=1] : Identique au sous-échantillon de GBM. Dénote la fraction d'observations a échantillonner de maniére aléatoire pour chaque arbre.
Des valeurs faibles rendent I'algorithme plus conservateur et empéchent I'ajustement excessif, mais des valeurs trop faibles peuvent conduire a un ajustement insuffisant.
Valeurs typiques : 0.5-1

colsample_bytree [default=1] (en anglais) : Similaire & max_features dans GBM. Indique la fraction de colonnes a échantillonner de maniéere aléatoire pour chaque arbre.
Valeurs typiques : 0.5-1

colsample_bylevel [default=1] : Indique le rapport de sous-échantillonnage des colonnes pour chaque division, dans chaque niveau.
Je ne I'utilise pas souvent car subsample et colsample_bytree feront le travail pour vous. Mais vous pouvez explorer davantage si vous le souhaitez.

lambda [default=1] : Terme de régularisation L2 sur les poids (analogue a la régression Ridge)
Ceci est utilisé pour gérer la partie régularisation de XGBoost. Bien que de nombreux data scientists ne I'utilisent pas souvent, il devrait étre exploré pour réduire I'overfitting.

alpha [default=0] : Terme de régularisation L1 sur le poids (analogue a la régression Lasso)
Peut étre utilisé en cas de dimensionnalité tres élevée afin que I'algorithme s'exécute plus rapidement lorsqu'il est mis en ceuvre.

scale_pos_weight [par défaut=1] : Une valeur supérieure a 0 devrait étre utilisée en cas de fort déséquilibre des classes, car elle permet une convergence plus rapide.



5. Modeles — Boosting — XGBoost

Avantages (%GBM) :

Régularisation : L'implémentation GBM standard n'a pas de régularisation comme XGBoost, ce qui permet de réduire l'overfitting. En fait, XGBoost est également connu
comme une technique de "boosting régularisé".

Traitement paralléle : XGBoost met en ceuvre un traitement paralléle et est incroyablement plus rapide que GBM.

Mais attendez, nous savons que le boosting est un processus séquentiel, alors comment peut-il &tre parallélisé ? Nous savons que chaque arbre ne peut étre construit
qu'apres le précédent, alors qu'est-ce qui nous empéche de faire un arbre en utilisant tous les coeurs ? J'espére que vous comprenez ou je veux en venir. Consultez ce lien
pour aller plus loin.

XGBoost supporte également I'implémentation sur Hadoop.

Grande flexibilité : XGBoost permet aux utilisateurs de définir des objectifs d'optimisation et des critéres d'évaluation personnalisés. Cela ajoute une toute nouvelle
dimension au modéle et il n'y a aucune limite a ce que nous pouvons faire.

Traitement des valeurs manquantes : XGBoost dispose d'une routine intégrée pour gérer les valeurs manquantes. L'utilisateur doit fournir une valeur différente des autres
observations et la passer comme parameétre. XGBoost essaie différentes choses lorsqu'il rencontre une valeur manquante sur chaque nceud et apprend quel chemin
prendre pour les valeurs manquantes a l'avenir.

Elagage de I'arbre : Un GBM arréte de diviser un noeud lorsqu'il rencontre une perte négative dans la division. Il s'agit donc plutét d'un algorithme avide. XGBoost, quant
a lui, effectue des scissions jusqu'a la profondeur maximale spécifiée, puis commence a élaguer l'arbre en arriére et supprime les scissions au-dela desquelles il n'y a
pas de gain positif. Un autre avantage est que parfois, une division de perte négative, par exemple -2, peut étre suivie d'une division de perte positive +10. GBM
s'arrétera lorsqu'il rencontrera -2. Mais XGBoost ira plus loin et verra un effet combiné de +8 de la division et gardera les deux.

Validation croisée intégrée : XGBoost permet a I'utilisateur d'exécuter une validation croisée a chaque itération du processus de boosting et il est donc facile d'obtenir le
nombre optimal exact d'itérations de boosting en une seule exécution. Contrairement a GBM, ou nous devons effectuer une recherche sur grille et ou seules quelques
valeurs peuvent étre testées.

Continuer sur le modéle existant : L'utilisateur peut commencer a former un modéle XGBoost a partir de la derniére itération de I'exécution précédente. Cela peut étre un
avantage significatif dans certaines applications spécifiques. L'implémentation GBM de sklearn posséde également cette fonctionnalité, ils sont donc a égalité sur ce
point.

Ancien : documentation et beaucoup d’exemples
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LightGBM :

LightGBM est un cadre GBDT open-source créé par Microsoft (2017) comme une alternative rapide et évolutive a
XGB et GBM. Par défaut, LightGBM entraine un arbre de décision a boost de gradient (GBDT), mais il prend
également en charge les foréts aléatoires, les arbres de régression additifs multiples (DART) et I'échantillonnage
unilatéral basé sur le gradient (Goss).

Light GBM est un cadre rapide, distribué et trés performant de boosting de gradient basé sur I'algorithme de I'arbre
de décision, basé sur la croissance de l'arbre par feuilles, contrairement aux autres algorithmes qui fonctionnent
selon une approche par niveaux. Il divise I'arbre par feuille avec le meilleur ajustement alors que d'autres
algorithmes de boosting divisent I'arbre par profondeur ou par niveau plutét que par feuille. Ainsi, lors de la
croissance sur la méme feuille dans Light GBM, l'algorithme par feuille peut réduire plus de pertes que l'algorithme
par niveau, ce qui donne une bien meilleure précision, rarement atteinte par les algorithmes de boosting existants.
En outre, il est étonnamment trés rapide, d'ou le terme "léger”.

® . .
oo ) o ."'\_ o) .
- ® o
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Leaf-wise tree growth
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Avantages :

Vitesse de formation plus rapide et efficacité accrue : Light GBM utilise un
algorithme basé sur I'histogramme, c'est-a-dire qu'il classe les valeurs de
caractéristiques continues dans des cases discrétes, ce qui acceélére la procédure
de formation.

Utilisation réduite de la mémoire : Remplace les valeurs continues par des cases
discrétes, ce qui réduit l'utilisation de la mémoire.

Meilleure précision que tout autre algorithme de boosting : Il produit des arbres
beaucoup plus complexes en suivant une approche de division par feuille plutot
qu'une approche par niveau, ce qui est le principal facteur permettant d'obtenir une
meilleure précision. Cependant, il peut parfois conduire a un surajustement qui peut
étre évité en définissant le paramétre max_depth.

Compatibilité avec les grands ensembles de données : |l est capable de réaliser
d'aussi bonnes performances avec de grands ensembles de données avec une
réduction significative du temps de formation par rapport a XGBOOST.

Prise en charge de I'apprentissage paralléle.

Inconvénients :

Over-fitting : Les divisions en feuilles entrainent une augmentation de la complexité
et peuvent conduire a un surajustement, ce qui peut étre résolu en spécifiant un
autre parameétre, max-depth, qui spécifie la profondeur a laquelle la division aura
lieu.

Récent : moins de documentation mais en progression

Hyperparametres :

max_depth : Spécifie la profondeur maximale a laquelle I'arbre se développera. Ce parametre est utilisé
pour gérer l'overfitting.

min_data_in_leaf : Nombre minimum de données dans une feuille.
feature_fraction : default=1 ; spécifie la fraction de caractéristiques a prendre pour chaque itération.

bagging_fraction : default=1 ; spécifie la fraction de données a utiliser pour chaque itération et est
généralement utilisé pour accélérer I'apprentissage et éviter I'overfitting.

task : valeur par défaut = train ; options = train , prediction ; Spécifie la tache que nous souhaitons
effectuer qui est soit train soit prediction.

application : valeur par défaut=regression, type=enum, options= options :

regression : exécuter la tache de régression

binary : classification binaire

multiclass : Classification multiclasse

lambdarank : application lambdarank

data : type=string ; données d'entrainement, LightGBM s'entrainera a partir de ces données
num_iterations : nombre d'itérations de boosting a effectuer ; default=100 ; type=int
num_leaves : nombre de feuilles dans un arbre ; default = 31 ; type =int

device : default= cpu ; options = gpu,cpu. Dispositif sur lequel nous voulons entrainer notre modele.
Choisissez GPU pour un entrainement plus rapide.

min_gain_to_split : default=.1 ; gain min pour effectuer le fractionnement

max_bin : nombre maximum de bacs pour mettre les valeurs des caractéristiques dans des cases.
min_data_in_bin : nombre minimum de données dans un bin.

num_threads : default=OpenMP_default, type=int ;Nombre de threads pour Light GBM.

label : type=string ; spécifier la colonne label

categorical_feature : type=string ; spécifie les caractéristiques catégorielles que nous voulons utiliser pour
I'entrainement de notre modele

num_class : default=1 ; type=int ; utilisé uniquement pour la classification multi-classes
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CatBoost est un algorithme d'apprentissage automatique récemment (2017) mis en libre accés par Yandex
(russes) qui s'appuie sur la théorie des arbres de décision et du boosting de gradient.

Category : la bibliothéque fonctionne bien avec plusieurs catégories de données, telles que I'audio, le texte,
I'image, y compris les données historiques.

Boosting : "Boost" vient de I'algorithme d'apprentissage automatique Gradient Boosting, car cette bibliotheque
est basée sur la bibliothéque Gradient Boosting.

Dans la procédure de croissance des arbres de décision, CatBoost ne suit pas les modéles
similaires de boosting de gradient. Au lieu de cela, CatBoost fait croitre des arbres oblivious, ce qui
signifie que les arbres sont cultivés en imposant la regle selon laquelle tous les nceuds au méme
niveau, testent le méme prédicteur avec la méme condition, et donc l'index d'une feuille peut étre . .
calculé avec des opérations bitwise. La procédure d'arbre oblivious permet un schéma d'ajustement | .cages2  Lsenerages 3
simple et efficace sur les CPU, tandis que la structure de I'arbre fonctionne comme une

régularisation pour trouver une solution optimale et éviter I'overfitting.

Song length > 8

Avantage :

CatBoost peut traiter automatiquement les variables categorielles, les données audio, texte.., ne nécessite pas de prétraitement
approfondi des données comme d'autres algorithmes d'apprentissage automatique. Performant .Robuste (peu de réglage
d’hyperparamétres). Feature importances. Utilisation GPU. Gere valeurs manquantes. Régression/Classification.

Inconvénient :

- Long si pas GPU. Récent : pas de documentation et peu d’exemples.
-
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Hyperparamétres :

loss_function : alias as objective - Métrique utilisée pour I'apprentissage. Il s'agit de métriques de
régression telles que l'erreur quadratigue moyenne pour la régression et le logloss pour la
classification.

Iterations : Le nombre maximum d'arbres qui peuvent étre construits. Le nombre final d'arbres
peut étre inférieur ou égal a ce nombre (1000 par défaut).

learning_rate : - Le taux d'apprentissage qui détermine la rapidité ou la lenteur de 'apprentissage
du modeéle. La valeur par défaut est généralement de 0,03. Utilisé pour réduire le pas du gradient.

border_count : Il spécifie le nombre de splits pour les caractéristiques numériques. Il est similaire
au parameétre max_bin.

depth : Définit la profondeur des arbres.
eval_metric - Métrique utilisée pour détecter le surajustement.
random_seed : La graine aléatoire utilisée pour l'apprentissage.

12_leaf reg alias reg_lambda - Coefficient du terme de régularisation L2 de la fonction de codt. La
valeur par défaut est 3,0.

min_data_in_leaf alias min_child_samples - Il s'agit du nombre minimum d'échantillons
d'entrainement dans une feuille. Ce paramétre est uniquement utilisé avec les politiques
Lossguide et Depthwise growing.

max_leaves alias num_leaves - Ce paramétre est utilisé uniquement avec la politique Lossguide
et détermine le nombre de feuilles dans I'arbre.

ignored_features - Indique les caractéristiques qui doivent étre ignorées dans le processus de
formation.

bootstrap_type - Détermine la méthode d'échantillonnage pour les poids des objets,
par exemple Bayesian, Bernoulli, MVS et Poisson.

grow_policy - Détermine la fagon dont I'algorithme de recherche gloutonne sera
appliqué. Il peut étre soit SymmetricTree, Depthwise, ou Lossguide. SymmetricTree
est la valeur par défaut. Dans SymmetricTree, I'arbre est construit niveau par niveau
jusqu'a ce que la profondeur soit atteinte. A chaque étape, les feuilles de I'arbre
précédent sont divisées avec la méme condition. Lorsque I'option Depthwise est
choisie, un arbre est construit étape par étape jusqu'a ce que la profondeur spécifiée
soit atteinte. A chaque étape, toutes les feuilles non terminales du dernier niveau de
I'arbre sont séparées. Les feuilles sont divisées en utilisant la condition qui entraine
la meilleure amélioration des pertes. Dans Lossguide, I'arbre est construit feuille par
feuille jusqu'a ce que le nombre de feuilles spécifié soit atteint. A chaque étape, la
feuille non terminale présentant la meilleure amélioration des pertes est divisée.

nan_mode - Méthode de traitement des valeurs manquantes. Les options sont
Interdit, Min et Max. La valeur par défaut est Min. Lorsque I'option Forbidden est
utilisée, la présence de valeurs manquantes entraine des erreurs. Avec Min, les
valeurs manquantes sont considérées comme les valeurs minimales pour cette
caractéristique. Avec Max, les valeurs manquantes sont traitées comme la valeur
maximale pour cette caractéristique.

leaf_estimation_method - La méthode utilisée pour calculer les valeurs dans les
feuilles. Dans la classification, 10 itérations de Newton sont utilisées. Les problemes
de régression utilisant la perte quantile ou MAE utilisent une itération Exact. La
classification multiple utilise une itération Netwon.

leaf_estimation_backtracking - Le type de backtracking a utiliser pendant la
descente de gradient. La valeur par défaut est Anylmprovement. Anylmprovement
réduit le pas de descente, jusqu'a ce que la valeur de la fonction de perte soit plus
petite que lors de la derniére itération. Armijo réduit le pas de descente jusqu'a ce
que la condition Armijo soit remplie.



Hyperparamétres :

boosting_type - Le schéma de boosting. Il peut étre simple pour le schéma classique
de boosting par gradient, ou ordonné, qui offre une meilleure qualité sur les petits
ensembles de données.

score_function - Le type de score utilisé pour sélectionner la prochaine division
pendant la construction de I'arbre. Cosinus est I'option par défaut. Les autres options
disponibles sont L2, NewtonL2 et NewtonCosine.

early_stopping_rounds - Lorsque True, définit le type de détecteur d'overfitting a Iter
et arréte I'apprentissage lorsque la métrique optimale est atteinte.

classes_count - Le nombre de classes pour les problémes de multi-classification.
task_type - Si vous utilisez un CPU ou un GPU. CPU est la valeur par défaut.
devices - Les ID des périphériques GPU a utiliser pour la formation.

cat_features - Le tableau avec les colonnes catégoriques.

text_features - Utilisé pour déclarer les colonnes de texte dans les probléemes de
classification.

Avantage :

CatBoost peut traiter automatiquement les variables
catégorielles et ne nécessite pas de prétraitement approfondi
des données comme d'autres algorithmes d'apprentissage
automatique. Performant .

Robuste (peu de réglage d’hyperparametres).
Feature importances.

Utilisation GPU.

Gére valeurs manquantes.

Elle produit des résultats de pointe sans la formation intensive
des données généralement requise par les autres méthodes
d'apprentissage automatique, et

Elle offre une prise en charge puissante et préte a I'emploi des
formats de données plus descriptifs qui accompagnent de
nombreux problémes commerciaux.
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Stacking :
Apprendre plusieurs apprenants faibles différents et les combiner en formant un méta-modele pour produire des
prédictions basées sur les multiples prédictions renvoyées par ces modeles faibles.

Ainsi, nous devons définir deux choses afin de construire notre modele de stacking : les L learners que nous voulons

adapter et le méta-modele qui les combine.

° diviser les données d'apprentissage en deux plis

e choisir L apprenants faibles et les adapter aux données du premier pli

° pour chacun des L apprenants faibles, faire des prédictions pour les observations
du second pli

e ajuster le méta-modéle sur le second pli, en utilisant les prédictions faites par les
apprenants faibles comme entrées.

Une extension possible du stacking est le stacking multi-niveaux.
Elle consiste a faire un empilage avec plusieurs couches.

Désavantage :

I'ajout de niveaux peut étre soit colteux en données (si la technique des k-
folds n'est pas utilisée et que, par conséquent, davantage de données sont
nécessaires), soit colteux en temps (si la technique des k-folds est utilisée
et que, par conséquent, de nombreux modeéles doivent étre ajustés).

initial dataset

=

initial dataset

(that can be non-homogeneous)
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6

meta-model
(trained to output predictions based
on weak learners predictions)

L weak learners
(that can be non-homogeneous)

ol 2 g
o) - ) Y
o) - )

M meta-models final meta-model
(trained to output predictions based (trained to output predictions based
on previous layer predictions) on previous layer predictions)

L weak learners
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La qualité d'une fonction est généralement évaluée a I'aide d'une fonction de perte.
Compte tenu d'un probleme, d'un type de modele et d'une fonction de perte choisis, la tache de recherche du meilleur
modele est exprimée en un probleme d'optimisation.

Ici, nous essayons de minimiser une fonction de co(it par rapport aux parametres du modele (pour un modele linéaire, les
coefficients (ou poids) et le biais). Une fonction de colt est la moyenne des pertes calculées sur tous les ensembles de
données d'apprentissage.
Fonctions de perte de régression :

REGRESSION

1. Mean Squared Error (Erreur quadratique moyenne)/ perte quadratique (MSE) ST asonai i
2. Erreur absolue moyenne (MAE)
. moo Partial derivative of the cost function
3. S th MAE h
.. j' parameter
4. Log cosh Loss " :
S : S ouss®) | ¢ 9 3
5. sPerte quantile 3 sk () 3; LogLoss (6) i
N . .. . ... . A Gradient vector of cost function:
Probléme d'optimisation/ Minimisation des cots : Partial derivative of the cost
i i S \ . function all parameters M| data
I'objectif est de trouver les parameétres du modele (poids Rkl i = Condiilog Saigel villie - pladicbed vakie
et biais) qui minimisent la fonction de col(t. Vo Cuse(0) Vo CLogross (6) =y l
1 . . . s . 7 N 1 P 1 . Loss function L(U-y‘} = =(y ﬂ’]!
L'optimisation est réalisée a l'aide d'algorithmes comme - — 3
Cost Function

la descente de gradient, la descente de gradient
stochastique, etc.

1 y
next ste next ste Mean Squared Clo) =+ E:\: Liyi. v}
grestteP — 9 _ Wy Cuse(6) | 0™ %P =0 — nVy ClLogross(6) Enor nasE) N e

Learning rate/ Step size

85



Regression
performance measure
& model evaluation

Mean Squared Error

Root Mean Squared Error

Mean Absolute Error

Explained Variance score
Best possible scove = 1.0, worsens with
lorwer values

R2 Score

It provides an indication of goodniss of
it and therefore & measure of how well
unsecn samples arc likely 1o be

predicied by the model,

Cross Validation Evaluation

using Scikir learn’s K jold cross validation
Estimates Model's generalization performance

Learning Curves

Mesure de la performance du modele :

Mathematical expression/ definition

MSE(y,V) = c——— B (- w)
RMSE(y,y') = \/ MSE(y,v)
MSE(y,v) = — Efieiee =Y [ — g}

Variance {y —y'}
Variance {y}

ezp. var(y,y) =1 -

B (i H’.‘J‘J

H: - - !
(y.v) (- [-}E:‘_..[B‘-]}F

Randomly split the tratning dataset into K distinet subsets
called folds and it trains and evaluates the model K times,
pleking & different (old for evaluation every tme and
training on the other K-1 folds.

Plots a model's performance on the tralning dataset and
validation dataset as a lunction of training set size.

Learning curves for our

regression model

How model generalizes with
increasing  raining  dataset
slae

1 1
\ — ey R |
— W |

Mean Square Error (MSE) L2 est |a fonction de perte
de régression la plus couramment utilisée. MSE est la
somme des distances au carré entre notre variable cible
et les valeurs prédites.

Mean Absolute Error (MAE) L1 est une autre fonction
de perte utilisée pour les modéles de régression. MAE
est la somme des différences absolues entre nos
variables cibles et prédites. Elle mesure donc la
magnitude moyenne des erreurs dans un ensemble de
prédictions, sans tenir compte de leurs directions. Plus
robustes aux outliers. PB son gradient est le méme
partout, ce qui signifie que le gradient sera important
méme pour de petites valeurs de perte. Ce n'est pas
bon pour I'apprentissage. Pas utiliser pour les réseaux
de neurones. Si les valeurs aberrantes représentent des
anomalies importantes pour I'entreprise et doivent étre
détectées, alors nous devrions utiliser MSE. En
revanche, si nous pensons que les valeurs aberrantes
représentent simplement des données corrompues,
nous devrions choisir MAE comme perte.




Mesure de la performance du modele :

Choix de la métrique:

'I MAE : Mean Average Errar
Mesure de Perreur moyenne realises

2 RMSE : Root Mean Squared Error RMSE = l Eh -
Mesure de Ferreur pépalisant les prandes erreurs LB ' -
I_ n
o | Root Mean Squared Logasithmic Error £= Z'I]E"E'..". + 13— lopta, + | e
) Pénalisaton des valaurs sous-estimant la valeur cible n i
)2

4 AUTTES M EUTeS E = y)

Mean Squared Error, Weigthed Mean Averags Efmar, . RZ == 1

DXk

Le R? ajusté est une version modifiée du R?, et il est ajusté pour

le nombre de variables indépendantes dans le modeéle, et il sera

toujours inférieur ou égal au R2. Dans la formule ci-dessous, n est

le nombre d'observations dans les données et k est le nombre de

variables indépendantes dans les données. e [(1 R ,,_1)]
2, =1-

n-k-1

MAE: I'erreur absolue moyenne représente la moyenne de
la différence absolue entre les valeurs réelles et prédites
dans l'ensemble de données. Elle mesure la moyenne des
résidus dans I'ensemble de données.

MSE : I'erreur quadratique moyenne représente la moyenne
de la différence au carré entre les valeurs originales et
prédites dans I'ensemble de données. Elle mesure la
variance des résidus.

RMSE : I'erreur quadratique moyenne est la racine carrée
de l'erreur quadratique moyenne. Elle mesure I'écart-type
des résidus.

R2 : Le coefficient de détermination ou R-carré représente
la proportion de la variance de la variable dépendante qui
est expliquée par le modele de régression linéaire. Il s'agit
d'un score sans échelle, c'est-a-dire qu'indépendamment du
fait que les valeurs soient petites ou grandes, la valeur du
carré R sera inférieure a un.



6. Comparer modeles

Différences entre ces mesures d'évaluation :

MSE et RMSE pénalisent les erreurs de prédiction importantes par
rapport a la MAE. Cependant, RMSE est plus largement utilisée que
MSE pour évaluer la performance du modéle de régression avec
d'autres modéles aléatoires car elle a les mémes unités que la variable
dépendante (axe Y).

La MSE est une fonction différentiable qui facilite les opérations
mathématiques par rapport a une fonction non différentiable comme la
MAE. Par conséquent, dans de nombreux modéles, IRMSE est utilisée
comme métrique par défaut pour calculer la fonction de perte, bien
qu'elle soit plus difficile a interpréter que la MAE.

MAE est plus robuste aux données comportant des valeurs aberrantes.

Une valeur plus faible de MAE, MSE et RMSE implique une plus
grande précision d'un modéle de régression. Cependant, une valeur
plus élevée du R carré est considérée comme souhaitable.

Le R au carré et le R au carré ajusté sont utilisés pour expliquer dans
quelle mesure les variables indépendantes du modéle de régression
linéaire expliquent la variabilité de la variable dépendante. La valeur du
R carré augmente toujours avec I'ajout des variables indépendantes, ce
qui pourrait conduire a l'ajout de variables redondantes dans notre
modele. Cependant, le R au carré ajusté résout ce probleme.

Le R au carré ajusté prend en compte le nombre de variables
prédictives, et il est utilisé pour déterminer le nombre de variables
indépendantes dans notre modéle. La valeur du R au carré ajusté
diminue si I'augmentation du R au carré par la variable supplémentaire
n'est pas assez significative.

Pour comparer la précision de différents modéles de régression linéaire,
la RMSE est un meilleur choix que le R au carré.

Par conséquent, si I'on compare la précision de prédiction entre
différents modeéles de régression linéaire (LR), la RMSE est une
meilleure option car elle est simple a calculer et différentiable. Toutefois,
si votre ensemble de données comporte des valeurs aberrantes,
choisissez MAE plutét que RMSE.

En outre, le nombre de variables prédicteurs dans un modéle de
régression linéaire est déterminé par le R au carré ajusté, et choisissez
RMSE plutdt que R au carré ajusté si vous vous souciez d'évaluer la
précision de la prédiction parmi différents modéles LR.

Coefficient of Determination (R Square)

¢ S9g Wee
R = —— - SSRIs Sum of Squared Regression also
SST known as variation explained by the model
» S5Tis Total variation in the data also known
- . as sum of squared total
SSR = }_" Y —U)" « y iisthey value for observation |
= y_baris the mean of y value
y_bar_hat is predicted value of y for

SST=3 (-9 cbservationi



