, Blas-variance
trade off




4. Bias-variance trade off

probléme de minimiser simultanément deux sources d'erreurs de prédiction qui empéchent les

algorithmes d'apprentissage supervisé de généraliser au-dela de leur échantillon d'apprentissage :

- Le biais = différence entre la prédiction moyenne de notre modele et la valeur correcte que
nous essayons de prédire.

- La variance = erreur due a la sensibilité aux petites fluctuations de I'échantillon

d'apprentissage _ Total Error = Bias*2 + Variance + Irreducible Error
9 COmpromIS High Bias Low Bias

Low Variance High Variance

Biais élevé Faible biais

A \Variance faible Variance élevée Optimal Balance
Sous-apprentissage Surapprentissage
- : B

Erreur de prédiction

Sur le jeu d'entrainement
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